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Preface 
 

This year marks the 10th anniversary of the Hamlyn Symposium on Medical Robotics, which was held at the 
Royal Geographical Society from 25th to 28th June 2017. On this special occasion, we set the theme of this 
year’s symposium as ‘The Next 10 Years: Challenges, Innovation and Diffusion of Medical Robotics.’ We 
had the honour of an impressive line-up of leading scientists and engineers in medical robotics, covering 
intra-operative imaging and sensing, smart surgical instruments, soft and continuum robotics, micro-nano 
robots, surgical workflow analysis, surgical vision, clinical highlights and first-in-human studies. This year’s 
Storz-Hopkins lecture was delivered by Professor Joseph Sung, The University of Hong Kong. The keynote 
speakers include Professor Dong-Soo Kwon, Korea Advanced Institute of Science and Technology (KAIST), 
Dr Catherine Mohr, Vice President of Strategy at Intuitive Surgical, and Professor Andrew Turberfield, 
University of Oxford. 
 
We also hosted, for the first time, a Leader’s Forum chaired by Professor Russ Taylor, John Hopkins 
University with panel members including: Rick Satava, University of Washington; Howie Choset, Carnegie 
Mellon School of Computing Science; Nikolay Vasilyev, Boston Children’s Hospital; and Bradley Nelson, 
ETH Zurich. Discussion was focused on this year’s symposium theme in terms of the opportunities, 
expectations and challenges that are facing the medical robotics community now and in the coming years. 
 
A total of 79 papers were submitted from 17 countries, and after systematic peer review, 48 papers were 
selected for presentation at the Symposium. The topics covered ranged from autonomous and co-operative 
robots to continuum robots, simulation and training, neurosurgery, orthopaedics and soft robotics.  
 
We were delighted to see our workshop programs continue to grow and flourish. Topics focused on some of 
the following areas: robotic catheters, soft robotics, continuum robotics, robotically assisted paediatric 
interventions, surgical workflow to cognitive surgery, image guided therapies, microrobotics and 
microfabrication, human-robot interaction and first-in-human studies. 
 
As with last year, two of the workshops were organised in conjunction with the EPSRC-NIHR Healthcare 
Technology Co-operatives (HTC) Partnership Award on Devices for Surgery and Rehabilitation. In 
collaboration with the Trauma HTC at University Hospital Birmingham NHS Foundation Trust, the 
Rehabilitation and Assistive Technologies workshop had an impressive line-up of international leaders in the 
field in an area of growing importance. The Human-Robot Interactions Applied to Health workshop was 
supported by the Enteric HTC at Barts Health NHS Trust and Queen Mary University of London.  
 
We were particularly excited to host the third Surgical Robot Challenge following on the open platforms for 
medical robots in partnership with Intuitive Surgical, Kuka Robotics and Applied Dexterity. A large number 
of submissions were received, with 10 finalists bringing their kit to London to compete over a 3-day 
competition, starting in the lab, followed by presentations to an esteemed judging panel and cumulating in 
the short-listed finalists presenting to the Hamlyn Symposium wider audience.  
 
We would like to thank the International and Local Programme Committees, the Workshop Organising 
Committee and the Local Organising Committee for giving up their valuable time to ensure timely review of 
the submitted papers, to shape an excellent symposium programme. We are also grateful to the team who 
have worked behind the scenes and for their continuous effort in managing all aspects of the Symposium 
organisation. In particular, thanks go to Karen Kerr, Charence Wong, Robert Merrified, Raphaele Raupp, 
Ulrika Wernmark, Jo Seed, Nikita Rathod, Stephen Godfrey, Melissa Berthelot and Marina Hall.   
 
We would like to thank the Science Museum for hosting our 10th Anniversary Celebration in their fabulous 
exhibition halls. Lastly, special thanks go to Lady Hamlyn. This would not be possible without the generous 
philanthropic support from both the Helen Hamlyn Trust and Lady Hamlyn herself. 
 
It was our great pleasure to welcome attendees to the 10th Hamlyn Symposium in London. 
 
June 2017, London  
Guang-Zhong Yang, Ara Darzi 
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Development of an Endoscopic Surgical Robotic System – from Bench 
to Animal Studies  

K.C. Lau2, E. Leung2, C.C.Y. Poon1, J.Y.W. Lau1,3, Y. Yam2,3, P.W.Y. Chiu1, 3 

1Department of Surgery, Faculty of Medicine; 2Department of Mechanical and Automated 
Engineering, Faculty of Engineering; and 3Chow Yuk Ho Technology Centre for Innovative 

Medicine, The Chinese University of Hong Kong 

 

INTRODUCTION 

Over the past two decades, development in novel 

technologies broadens the horizon of therapeutic 

endoscopy. From researches at the Chinese University of 

Hong Kong, we have established endoscopic treatment to 

replace surgery as primary treatment of bleeding peptic 

ulcers [1]. We also pioneered endoscopic resection with 

the technique of endoscopic submucosal dissection (ESD) 

for treatment of early GI cancers [2,3]. Peroral 

Endoscopic Myotomy extended the arena of therapeutic 

endoscopy from endoluminal to submucosal treatments 

[4].  Although ESD was shown to achieve similar 

oncological clearance as compared to conventional 

surgery, the performance of ESD is technically 

challenging [5]. Unlike minimal invasive surgery, ESD is 

carried out through single instrumental dissection along a 

single axis without retraction. The concept of Natural 

Orifices Transluminal Endoscopic Surgery (NOTES) 

further challenged the performance of conventional 

flexible endoscope and triggered researches to 

redesigning the endoscope and the therapeutic tools [6]. 

Our group first developed a prototype endoscopic 

suturing device – Eagle Claw [7]. From preclinical 

researches, Eagle Claw was found to be safe and effective 

in achieving hemostasis for massively bleeding ulcers as 

well as closure of a gastrotomy [8]. The design of 

endoscopic suturing device cannot provide adequate 

degree of freedom to achieve secure suturing. Suturing is 

considered to be one of the most sophisticated surgical 

procedures. Since it requires 6 degree-of-freedom (DOF) 

of motion to complete the procedure, current endoscopic 

suturing protocols that are designed based on 

conventional endoscopic tools with 1 to 2 DOF are non-

intuitive and extremely difficult to use. To overcome the 

above inadequacy, we proposed to use the latest 

endoscope technology, which is only 5 mm in diameter, 

and coupled with a hollow overtube as the basic working 

platform. Without going through the endoscope and with 

the freed space, it is possible to design two robotic arms 

with more DOF to satisfy the requirements of complex 

procedure such as suturing. 

MATERIALS AND METHODS 

This project aims to develop enabling technologies for 

flexible robot-assisted endoscopic surgery. From 2014 to 

2016, basing on a commercially available platform – the 

USGI Transport, we developed a prototype with 9-degree-

of-freedoms (DOFs) robotic arms (Fig 1 and 2). From 

bench studies, the robotic arms has been test to be able to 

complete simpler surgical task including tissue retraction 

and dissection. The system consisted of two robotic arms 

mounted with different end effectors for tissue retraction 

and dissection respectively (Fig 2). We developed an 

advanced and intelligent control scheme for intuitive 

manipulation of the robotic arms within the confined 

gastrointestinal lumen. Through the process of 

development, we have conducted multiple experiments 

using this prototype robotic endoscope for performance of 

ESD in ex-planted porcine stomach (Fig 3). After serval 

trials, we moved forward to conduct live porcine model 

experiment. 

 

 

Fig. 1. Schematic diagram of the endoscopic robotic system. (a) 

Robotic arms; (b) Controller; (c) Driven Unit; (d) Computer 

  

 

Fig. 2. Revolution of the design and development of Robotic 

Arms 
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RESULTS 

From 2014 to 2016, a novel robotic endoscopic system 

was developed upon USGI transport [9]. The two robotic 

arms could be retracted within the working channels 

during insertion of the transport into the porcine stomach. 

In the first ex-planted porcine stomach model, we 

successfully performed gastric ESD in size of 40mm 

using the robotic system. A total of four robotic ESDs 

were performed in ex-planted porcine model with an 

average specimen size of 35mm. The mean operative time 

was 35 minutes, and there was no perforation. Gastric 

ESD was performed in two live porcine models with our 

surgical robotic system (CU Robotic Endoscope) under 

general anesthesia. Figure 4 shows the experimental setup 

in the second trial. Figure 5 shows a typical endoscopic 

view during this trial. The mean operative time was 50 

minutes, and the mean size of specimen was 30mm. There 

was no perforation or intraprocedural bleeding, and the 

speed of dissection per specimen area was 

1.9mm2/minutes. The efficiency of the robotic system, 

especially in dissection, surpass the ordinary ESD 

procedure, mainly due to strong tissue retraction ability of 

the robotic system. This prevented the target area being 

blocked by the dissected tissue which increase the 

difficulties of dissection. 

 

Fig 3 – Ex-vivo porcine stomach model for ESD experiments 

using the prototype robotic endoscope 
 

 
Fig 4 - Experimental setup of second trial of live porcine model. 

Two robotic arms were being inserted into pig stomach. The 

endoscopic view on the top-left showed two robotic arms were 

cooperating which the tissue was being retracted and dissected. 

Surgeon on the right was using master-console to perform ESD 

through our system. 

 

Fig. 5 – Endoscopic view during the second trial of live porcine 

model. This typical moment showed the two robotic arms were 

cooperating which the retractor on the left lifting up the mucosa 

and the dissector on the right dissecting the submucosa. 

DISCUSSION 

The current study confirmed the efficacy and safety of a 

newly designed robotic endoscope building on a 

commercially available platform for performance of 

gastric ESD. Future prospective clinical study will focus 

on performance of gastric and rectal ESD using this 

system. 
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SAID: A Semi-Autonomous Intravenous access Device for Paediatric 
Peripheral Intravenous Catheterisation   
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INTRODUCTION 

Peripheral IntraVenous Catheterization (PIVC) on 
pediatric patients is consistently one of the most 
challenging operations in hospitals. Since their veins are 
small, fragile and readily ruptured, the success rates of 
this operation are found to be commonly low. 
Extravasation injuries often occur which can potentially 
cause very critical issues such as skin necrosis.  

Robotic technology has been the focus of research for 
improving the first-stick accuracy and shortening the 
time required for the PIVC procedure. The earlier 
designs [2,3] include several grounded robots, which are 
placed on a desk for operation. These robots aimed at a 
fully autonomous PIVC, and thus resulted in bulky and 
complex designs. Even so, they can only do PIVC on 
specific insertion areas, e.g., forearm Basilic vein. In 
addition, these robots normally require the patients to 
keep their forearms static during the whole operation, 
which is not easy for children.  

Compared to such autonomous surgical robots, a 
‘handheld’ robotic device has several benefits such as 
lower cost, lower complexity, allowing flexible 
insertion sites and keeping surgeons in control for 
safety. So far, several auxiliary devices have been 
developed. However, few devices were proposed for 
gauging the needle insertion to enter the vein, which is 
actually difficult on pediatric patients and often fails. 

MATERIALS AND METHODS 
Semi-Autonomous Intravenous access Device 

In this study, a smart hand-held device named Semi-
Autonomous Intravenous access Device (SAID), is 
proposed. This constitutes a collaborative robot-assisted 
surgery, one in which the clinician is responsible for 
establishing the position and orientation of the catheter 
for insertion, and the device takes care of the delicate 
forward insertion. The device is designed with only one 
DOF for the insertion depth control as the other 
operations were reported to be relatively easy for 
medics. By measuring the electrical impedance at the 
needle tip, SAID identifies the type of tissue contacting 
the needle tip and controls the insertion.  

The system configuration of SAID is shown in Fig. 1. 
A central controller reads the electrical impedance 
measurement from an impedance converter and controls 
a stepper motor for inserting the catheter. The Nanotec 
LSP2575 stepper motor is selected because it can 
provide enough insertion force (10 N) and displacement 
(30 mm) for this application. The electrical impedance 

is measured through a concentric electrode needle 
between the end of its center core and its outer shaft. 
The excitation frequency for the electrical impedance 
measurement is set to 80 kHz and the sampling rate is 
optimized to about 300 Hz. The cannula part of a 26G 
catheter is placed over the needle. In addition, two IR 
position sensors are included as limit sensors to aid in 
device positioning. A footswitch is used for the 
insertion control. The motor inserts the catheter when 
the footswitch is activated, and stops the insertion if it is 
released. During the insertion, if the acquired 
impedance value corresponds to that of blood, the 
insertion is stopped immediately regardless of the 
footswitch status. More technical specifications of 
SAID are listed in Table. 1. 
 
Table 1 Technical specifications of SAID. 
Design specifications Parameter 
Insertion force 10 N 
Maximum displacement 30 mm 
Step resolution 8.3 µm/step 
Insertion speed 1 mm/s 
Sensor sampling rate 300 Hz 
Sensor excitation frequency 80 kHz 
Weight  90 g 
Other Ergonomic shape 
 

  
Fig. 1 Left top: The system configuration of SAID; Left 
bottom: 3D modeling of SAID; Right: a prototype of SAID. 

RESULTS 
Device characterization 

SAID was firstly clamped to a 4-axes motion stage for 
characterization. Therefore, potential disturbances 
related to an user’s performance could be removed. 
Firstly, SAID was evaluated to ensure it provides a fast 
response for venous entry detection by measuring the 
overshoot distance. The orientation of the position stage 
was adjusted to make SAID point downwards to the 
surface of a saline solution. The height of the catheter 
was finely monitored until its tip just touched the liquid 
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surface. This position was set as the origin. Then SAID 
was retracted by 2 mm, and subsequently activated to 
insert the catheter downwards. It was automatically 
stopped when the saline solution was detected. The 
number of executed motor steps relative to the origin, 
corresponding to the overshoot distance, was collected. 
This test was repeated 5 times. The response time was 
found to be 21.6 ms and the average overshoot distance 
was found to be 0.7 mm, which is smaller than the mean 
diameter of veins for young children. 

Secondly, the effectiveness of venipuncture detection 
of SAID was validated. A realistic PIVC phantom was 
designed and used for this test. It was made by a small 
latex tube (Ø = 1.5 mm) which was wrapped in a layer 
of pig skin including epidermis, dermis and fat layers. A 
circulation pump was included for circulating a 0.5% 
saline solution, which presents a similar electrical 
impedance to that of blood, inside the tube. The 
drawback of the phantom may be that the pig skin is too 
thick and visually occludes the tube. This issue, in 
reality, can be solved by trans-illumination 
technologies. During the tests, SAID was carefully 
positioned to target the phantom vein, perform the 
insertion and stop automatically when blood was 
detected. The insertion tests were repeated 10 times and 
5 trials were failed because the insertion completely 
missed the vein and passed alongside it. These reuslts 
demonstrate that online correction of the needle 
insertion direction were very necessary and this 
reinforces the idea of human-robot cooperation and 
points to a clear benefit of the proposed hand-held 
robotic device configuration. 

 
Fig. 2 Experimental setup for evaluating SAID. 
 
PIVC performance assessment experiments 

A series of experiments were designed and conducted 
to evaluate SAID on the PIVC phantom as shown in 
Fig. 2. 10 naïve subjects (8 males and 2 females, 
average age 29 years old) were involved in the 
experiment. None of them had previous experience with 
PIVC. The subjects were divided in two groups: 5 in the 
Experimental group and 5 in the Control group. During 
the experiments, the subjects were required to select an 
insertion site about the center of the PIVC phantom, 
align the catheter along the vein, and try their best to 
insert the catheter into the latex tube of the phantom 
with an insertion angle about 30°. For subjects in the 
Experimental group, the insertion was done by stepping 
on the foot switch when they were ready. They were 
instructed to hold the device steadily during the 
insertion and adjust the catheter orientation whilst 
targeting the tube. Subjects in the Control group were 
required to perform the catheterization by hand with an 
ordinary 26G IV catheter, and judge the venipuncture 
moment to stop the insertion. 

For each subject, the number of successful operations 
over all 5 experimental trials was collected. And for 
failed attempts, we also recorded the possible reasons, 
which were categorized qualitatively in terms of: Miss-
target (catheter passed by along side the vein), Prior-to-
puncture (catheter did not puncture through the skin) 
and Puncture-through (catheter punctured completely 
through the vein). 

The experimental results in Fig. 3 demonstrate a 
significant difference (p < 0.01) of scores between 2 
groups. Subjects who used SAID had a much higher 
success rate (88%) than those who didn’t (12%). In 
addition, the failed reasons between the Experimental 
group and the Control group were also compared. From 
the results of the Control group, the common reasons 
were: stopping the insertion either too early before 
reaching the tube (48%), or too late after puncturing the 
distal wall (18%). In addition, 1 ‘miss-target’ failure 
(4%) was found in the Control group and 2 cases (8%) 
were found in the Experimental group. This result 
implies that motorizing the insertion motion changes the 
way of insertion direction control, which requires the 
user to make some effort to learn. In addition, one case 
of ’puncture-through’ was noted in the Experimental 
group. The reason was found that the catheter 
penetrated a point very close to the vein edge, and 
caused the vein compressed during the insertion. Vessel 
deformation during the insertion was considered in the 
study but found not to be significant in practice. 

Furthermore, a questionnaire investigation was 
submitted to the subjects for acquiring feedbacks on the 
usability of SAID. According to the results of the 
questionnaire, SAID was highly appreciated by the 
subjects under all dimensions of usability.  

 
Fig. 3 Comparing the experimental results of the Experimental 
group and the Control group. 

DISCUSSION 
This study introduces and evaluates a hand-held 

robotic device for assisting in pediatric PIVC. The 
obtained experimental results demonstrate a significant 
improvement of the PIVC performance on small veins 
when this device is used, compared to the control group.  
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Fig. 1 The RAFS surgical system (A, B). 33-C1 DDFs: Y-
shape (C) and T-shape (D). 
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INTRODUCTION 
Reduction is a crucial step for the treatment of lower 

limb fractures, including joint fractures [1]. This 
involves manipulating bone fragments to reconstruct the 
fracture as precisely as possible. Percutaneous 
techniques have been developed to mitigate the 
problems related to open surgery (i.e. extensive soft 
tissue damage, slow bone healing, increased risk of 
infection [2]), involving fragment manipulation using 
two (or more) pins inserted in the fragments through 
small incisions in the patient’s flesh. Such techniques 
are associated with a faster recovery and a lower risk of 
infection compared to open surgical techniques [3]. 
However, their application to joint fractures is limited 
by the current sub-optimal 2D intra-operative imaging 
(fluoroscopy) and by the high forces involved in the 
procedure. Earlier research by the authors of this paper 
toward improving percutaneous reduction of intra-
articular fractures has resulted in the creation of a 
robotic system prototype, i.e. RAFS (Robot-Assisted 
Fracture Surgery) system [4]. This is an image-based 
robotic system which allows the surgeon to 
intraoperatively pre-plan the reduction of distal femur 
fractures (DFFs), by virtually manipulating 3D models 
of the fracture generated by pre-operative CT data. This 
prototype was demonstrated to be able to successfully 
reduce 2-fragments DFFs on bone phantoms [4], [5]. 
Although the incidence of DFFs has been found to be 
ten times less frequent than proximal femur fractures 
[7], their mismanagement can result in abnormalities of 
alignment of the load-bearing axis of the lower limb 
and/or rotational deformities with catastrophic 
biomechanical consequences. The simultaneous 
manipulation of 3 fragments is necessary in order to 
achieve the reduction of complex intra-articular 
fractures such as 33-C1 (Fig.1c,d) [7]. The aim of this 
paper is to introduce a new prototype of the RAFS 
system able to manipulate complex 3-fragments DFFs, 
and to demonstrate its applicability to a real surgical 
environment through a cadaveric study. 

MATERIALS AND METHODS 
The RAFS system (Fig.1a,b) is made up of: two 

robotic fracture manipulators [4] (RFM1 and RFM2, 
6DOF) attached to the bone fragments through 
orthopaedic manipulation pins; two carrier platforms [4] 
(CP1, CP2, 4DOF) used to position the RFMs close to 
the orthopaedic pins; one automated traction table 

(ATT, 4DOF) which, connected to the tibia through an 
orthopaedic boot, allows the application of a constant 
and adjustable traction force to the lower limb through 
the tibia; a system workstation to operate the robot [4], 
and a navigation system consisting of reduction 
software, optical tracking system (Polaris Spectra, NDI 
Inc.), and contact-less user controller (Leap Motion) [6]. 
The navigation system allows the surgeon to interact 
with CT-generated 3D models of the fracture using the 
user controller for pre-operative planning of fracture 
reduction, i.e. virtually reduces the fracture [5]. It also 
provides real-time update of the 3D models through the 
optical tools placed on the orthopaedic pins inserted into 
the bone fragments (see [5]). We have tested the RAFS 
system on 9 fresh frozen human cadaveric specimens. 
An orthopaedic surgeon fractured the distal part of each 
femur creating Y-shape 33-C1 fractures in 5 specimens 
and T-shape 33-C1 in 4 specimens [7]. Each fracture 
consisted of three fragments: F1 (condyle), F2 
(condyle), and FEM (rest of the femur). The following 
clinical workflow was applied to each specimen to 
reduce the fracture. Pre-operative operations: 3D 
models of each bone fragment were generated by the 
segmentation of pre-operative CT data of the fracture. 
The same surgeon virtually reduced the fracture using 
the GUI [5] by manipulating the models, i.e. F1 and F2 
to match FEM. This generated the desired pose of 
fragments F1 (F1Pd) and F2 (F2Pd) with respect to FEM, 
in order to achieve the anatomical reduction of the 
fracture. Intra-operative operations: 3 orthopaedic pins 
were inserted into the bone fragments F1, F2, and FEM. 
The relative position of each pin with respect to the 
bone fragment in which it is inserted was calculated 
performing 2D/3D registration between two 2D intra-
operative fluoroscopic images of each pin+fragment and 
the relative 3D models (CT model of fragment, CAD 
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TABLE I.  CADAVERIC STUDY RESULTS 
Specimen a  #1 – T,R #2 – Y,R #3 – T,L #4 – Y,L #5 – T,L #6 – T,R #7 – Y,L #8 – Y,L #9 – Y,R 
F1 ∆T (RMSE) 
F1 ∆ϑ (RMSE) 

mm 
deg 

1.41±0.30 
3.12±0.40 

1.83±0.10 
2.40±0.30 

1.00±0.40 
2.40±0.20 

0.69±0.26 
1.75±0.10 

0.51±0.12 
2.72±0.01 

0.79±0.11 
3.43±0.22 

1.04±0.25 
0.12±0.05 

7.13±3.63 
20.7±0.81 

3.44±0.82 
1.14±0.16 

F2 ∆T (RMSE) 
F2 ∆ϑ (RMSE) 

mm 
deg 

0.93±0.20 
3.30±0.50 

0.85±0.30 
2.20±0.10 

1.38±0.40 
2.40±0.60 

2.83±1.94 
4.88±3.10 

0.82±0.39 
2.01±0.58 

1.15±0.60 
7.24±0.56 

1.13±0.01 
0.69±0.04 

0.95±0.37 
3.28±0.18 

12.1±1.54 
12.9±7.42  

Force 
Torque 

N 
Nm 

69.9±4.4 
4.8±0.4 

113.1±5.4 
3.2±0.3 

18.0±0.5 
1.60±0.1 

94.6±5.1 
6.83±0.6 

147±10 
6.31±0.2 

82.7±7.5 
1.96±0.3 

25.9±7.4 
3.24±0.6 

55.9±11.9 
1.91±0.4 

74.5±8.1 
2.12±0.5 

Surgical Time min 119 131 132 119 117 127 123 119 107 
a T = T-shape 33-C1 fracture; Y = Y-shape 33-C1 fracture; R = right limb; L = left limb 

model of the pin) pre-operatively generated, as 
described in [8]. Optical tools were placed on the pins 
enabling the intra-operative real-time image guidance 
[5]. The surgeon’s assistant connected the ATT to the 
patient’s foot, and RFM1 and RFM2 to F1 and F2, 
respectively through the inserted pins. The surgeon 
applied the desired traction to the joint through the 
external robot to restore the appropriate length and 
rotation of the joint. Results of the pre-operative 
planning F1Pd and F2Pd, i.e. the virtual reduction 
parameters, were uploaded into the intra-operative 
procedure, and the corresponding poses in the task 
space for the RFMs RFM1Pd and RFM2Pd calculated as 
described in [5]. The RFMs executed the desired 
movements for F1 and F2 to achieve the physical 
reduction of the fracture, while FEM remained fixed. 
The intra-operative imaging updated the actual pose of 
the fragments in real time, and the surgeon checked the 
reduction in 2D and 3D views. When the reduction was 
acceptable, the surgeon fixated the fracture. 

RESULTS 
The metrics chosen for the RAFS system evaluation 

were: the fracture reduction accuracy expressed as the 
root-mean-squared-error (RMSE) measured after the 
physical reductions; the force/torque applied by the 
RFMS during the physical reduction measured through 
6DOF load cells mounted on the RFM; and the surgical 
procedure time.  The assessment of reduction was 
completed by a surgeon by measuring the residual 
translational and rotational errors on post-operative 
fluoroscopic images of the reduced fractures. 
Translational error was expressed as the separation of 
two points between one fragment and the femur 
(reference). For each fragment, 12 data points were 
taken from two different fluoroscopic images (lateral 
and coronal plane) to determine the average 
translational error ∆T (RMSE). Rotational error was 
measured as the difference between the axis defined by 
the femur (reference) and the axis defined by the 
fragment. For each fragment, 2 data points were taken 
from two different fluoroscopic images (lateral and 
coronal plane) to determine the average rotational error 
∆ϑ (RMSE). Results are reported in Table I. 

DISCUSSION 
The RAFS system showed clinically acceptable 

reduction values (1mm, 5°) on both Y- and T-shape 33-
C1 fractures in 5 specimens, namely #1, #2, #3, #5, and 
#7. For these specimens, average residual reduction 
errors of only 1.1±0.3mm/2.13±0.9° were achieved. 
Specimens #4 and #6 presented average residual error of 

1.36±0.8mm/4.35±2°, resulting in sub-optimal albeit 
acceptable reduction. Reduction accuracy for specimens 
#8 and #9 can’t be considered acceptable with the 
average residual error of up to 5.9±4.1mm/9.5±7.8°. 
This is related with the failure of the gripping system 
connecting the RFMs and to the pin. The average 
surgical time to reduce a fracture with the RAFS system 
was 123±7 minutes, slightly higher than the open-
procedure (≈100 minutes). Pins insertion took 33±3min; 
2D/3D registration 52±6min; robot setup 27±3min; 
intra-operative virtual reduction 2±1min; and physical 
reduction 9±3min. Cadaveric trials demonstrated the 
accuracy and effectiveness of the RAFS system, and its 
applicability in surgical environment. This study 
provided valuable data for future improvements. The 
gripper system has to provide a more stable gripping to 
avoid displacements between pins and RFMs that can 
cause sub-optimal reductions. The 2D/3D registration is 
currently overly time consuming and should be 
improved to make the whole surgical procedure quicker. 
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INTRODUCTION 

Needles are instruments frequently employed in 
Minimally Invasive Surgery (MIS), and are especially 
requested in percutaneous diagnosis and in local 
therapies [1]. During procedures, tissue inhomogeneity, 
tissue deformation, and thus needle deflection can cause 
tip misplacement resulting in inaccurate anesthesia, re-
puncturing with additional damages of the tissue or false 
negative detection [2]. Previous studies focused on 
needle-tissue interaction and possibilities to improve the 
needle steerability [3]. The proposed work is aimed to 
design a new concept of needle based on variable 
stiffness able both to balance tissue inhomogeneity and 
to guarantee needle steering during the insertion. The 
structure of the Variable Stiffness Mechanism (VSM) 
allows the needle to adjust the deflection when passing 
through tissues, while the omnidirectional steering of 
the tip facilitates the achievement of the target.  

MATERIALS AND METHODS 
The steerable needle is shown in Fig.1. The prototype 

has an outer diameter of 3 mm, which approximately 
corresponds to an 11-needle gauge, appropriate for 
breast procedures [4]. The needle is composed of a tip, a 
VSM, a cannula, and four cables for driving the needle 
and tuning its stiffness. The tip is fabricated in 
aluminum with a bevel shape in order to have a 
predictable trend of the deflection during the test phase. 
The VSM is 11 mm long, in which rigid and compliant 
segments alternate. Four rigid plates, 0.5 mm long, were 
manufactured by aluminum, while three compliant 
cylindrical segments, 3 mm long, were made by 
compliant material (Smooth-Sil 940 Silicone, Smooth-
On). Compliant and rigid parts are fixed by silicone glue 
(Momentive, 127374). The cannula is a steerable 
hallowed tube in PEEK plastic (IDEX® Health & 
Science), which includes four holes in the wall for 
cables passage. Cables are Dyneema wires with 0.08 
mm in diameter. They are placed at 90 degrees from 
each other and pass through the rigid plates, the 
compliant parts, and the cannula, due to dedicated 
grooves. The tensioning of the cables allows having 
different configurations of the needle, permits the 
omnidirectional steering of the tip and the control of the 
stiffness. If two cables placed at 180 degrees from each 
other are tensioned simultaneously with the same 

tension, the compliant parts are slightly compressed 
producing a stiffness increasing of the VSM, thus of the 
overall needle. If just one cable is tensioned, the tip of 
the needle bends towards the opposite cable.  

 
Fig. 1 a) Overall sketch of the needle, b) final prototype. 

As reported in [5], the VSM was individually tested in 
order to evaluate its properties in terms of stiffness. Two 
stiffening tendons were pulled by loads in the range 0-
17 N and the generated force was measured. 
Experiments demonstrated that when the tension 
increases, also the force exerted by the prototype 
increases with an almost linear trend. In particular, if 
there is no tension, the exerted force is lower than 0.5 N, 
while at 17 N it is 3.6 N. It is worth mentioning that for 
9 N of tension, the force exerted by the prototype is 1.3 
N, which is a value compatible with many tissue 
puncturing.  

 
Fig. 2 The experimental set-up of the needle tests. 

Once assessed the working principle, the needle 
prototype was tested in gelatin phantom for analyzing 
how the deflection changes with respect to the VSM 
activation. The set-up used to test the needle is shown in 
Fig. 2. The needle was rigidly linked with a support to a 
linear vertical stage. The support was constituted of two 
lateral arms, on which two pulleys for each arm were 
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fixed. The linear vertical stage gave translation in 
vertical direction at a constant speed of 3 mm/s [6]. Two 
cables at 180 degrees from each other, slid on the 
pulleys, and loads were laterally attached for tensioning 
the cables. The remaining two cables were left free and 
considered as the driving cables. The images acquisition 
of the needle motion during the tests, was done using 
two cameras (iShight Camera 8MPX, 30 frames per 
second). The phantom, used to reproduce a biological 
tissue, was made with 5% (in weight) gelatin-water 
mixture at 70 °C, and stored at 2 °C until the use. The 
elastic modulus of the phantom was 21 kPa, which is 
similar to the elastic modulus of the breast [7]. The 
cables were pulled with the same tension in the range 0-
10 N with steps of 1 N. For each different tensioning 
state, the needle was inserted into the gelatin for a 
displacement of 100 mm. Three tests were performed 
for each applied tension. At 100 mm in depth of each 
insertion, images of the needle were acquired, and the 
deflection (k in the inset of Fig. 3) was calculated as 
distance between the tip and the ideal straight trajectory 
(red line in the inset of Fig. 3). 

RESULTS 
Fig. 3 shows the results of the deflection in the gelatin 

phantom for different applied tensions. In the inset, the 
configuration of the needle when tensioned with 10 N is 
shown.  

 
Fig. 3 Deflection of the needle in 5% gelatin phantom and the 
tensioned needle at 10 N. k indicates the average of measured 
deflection after three repetitions. 

The deflection decreased when the tension on the 
cables increased. The maximum deflection of 17.34 mm 
was measured when the needle was tensioned with 2 N, 
and it reached 4.4 mm when the needle was tensioned 
with 10 N. For tensions in the range 2-4 N, the tip and 
the cannula seemed to move independently, due to the 
fact that tip displaced more than cannula. Moreover, the 
high value of the standard deviation, calculated after 
three repetitions of each increment in tension, indicated 
a big variability of the deflection. At 5 N, the tip and the 
cannula started to move together, and the standard 
deviation significantly decreased. Hence, 5 N tension 
can be assumed as the first working value of the 
proposed needle. For tensions higher than 5 N, the 
deflection decreases and the standard deviation is 
acceptable [8]. 

DISCUSSION 
In this work a new concept of a needle with a variable 

stiffness mechanism for minimally invasive procedures 
was presented. The VSM consists of rigid plates that 
alternate with cylindrical compliant parts. Pulling the 
cables placed through the mechanism allows tuning the 
stiffness of the needle. Force tests demonstrated that the 
mechanism is able to exert up to 3.6 N when tensioned 
with 17 N. Therefore, the integration of the VSM in the 
needle gave the possibility to investigate how the 
deflection of the needle varies when the VSM is 
activated. The deflection decreased from 11.6 mm to 4.4 
mm between 5-10 N pulled tensions demonstrating how 
the variable stiffness represents a possible solution to 
control needle deflection in tissues. Future studies will 
focus on the optimization of the VSM in terms of 
geometry and functionality in order to reduce the forces 
on the cables and minimize geometric variations. 
Manufacturing process and materials will be improved 
making the needle usable in a really working scenario. 
Moreover, combined studies of steering and variable 
stiffness will be developed in order to improve the 
target approach and avoid needle tip displacement. 
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INTRODUCTION 
Treatment of saccular cerebral aneurysms was limited 

to surgical clipping until the advent and broad clinical 
adoption of endovascular coiling, now a preferred, 
relatively inexpensive, and statistically more successful 
option [1]. However, it is hampered by an absence of 
effective actuation methods for navigation and precise 
tip positioning. Magnetic [2], piezoelectric ultrasonic 
[3], and wire-pulley [4] devices have been proposed in 
the past, but have not found broad acceptance. The 
existing panoply of passive guidewires, catheters, 
balloons, stents, and flow diverters for the treatment of 
cerebral aneurysms cannot be steered in vivo. As a 
conequence, endovascular coiling is precluded for 17-
25% of patients due to the location of the aneurysm in 
tortuous cerebrovasculature [5,6]. For those aneurysms 
judged to be treatable, coiling attempts fail 8-32% of the 
time [7,8,9]. Typically, in these cases the microcatheter 
cannot be steered into the dome of the aneurysm 
because it is simply pointing in the wrong direction. 
Worse, the coil deployment can shift the microcatheter 
tip out of the aneurysm or into an unfavorable direction, 
causing further coil deployment to be impossible.  

In this project, we design and fabricate a prototype 
navigable microcatheter with a steerable tip and 
integrate it with a hand controller to control it. 
Combining soft robotics and hydraulically-actuated 
microchannels, it provides the neurointerventionist with 
a means to rapidly steer the tip in the desired direction 
in vivo. This inherently safe method uses saline as the 
working fluid, offering simplicity, ease of use, and 
design flexibility absent in previous approaches. 

MATERIALS AND METHODS 
The limiting outer diameter for a microcatheter to 

navigate to the most tortuous cerebral aneurysms is 
1 mm. These typically have a 500 µm diameter inner 
lumen to provide a passage for the guidewire and 
detachable coils; the smallest guidewires are 360 µm in 
diameter, and are easily pushed through the 500-µm 
lumen. In the present work a novel meso-scale injection 
casting process was used to make steerable tips for 
guidewires and catheters. Starting with semi-circular 
glass rods and a flat glass slide, a two-part mold was 
created using a high hardness resin. Silicone rubber was 
pumped into the mold and an assembly of microtubes 
were used to blow compressed air to make 

microchannels within. Upon curing, steerable tips for 
the microguidewire and microcatheter with outer 
diameters of 400 µm and 750 µm respectively were 
obtained. Both enclose 50 µm diameter channels for 
hydraulically-actuated steering. Additionaly, the 
microcather tip has a 500 µm diameter central lumen. 
Cross-sections of the microguidewire and microcatheter 
are shown in Fig. 1(c and d), respectively. In each case 
the 50 µm diameter channels were tethered to a 
handheld controller through microtubing to luer lock 
connectors. The risk of air embolism or arterial puncture 
possible in other actuator technologies is eliminated 
here by using saline as the working fluid. 

The performance of the steerable tip was quantified 
through measurements of the tip bending angle versus 
input pressure over time, combining high speed imagery 
(Photron®), microfluidics pressure sensor (Elveflow®), 
custom image post-processing in MATLAB, and Gent’s 
model for the strain induced in hyperelastic tubes by 
inflation [9]. The pressure is analytically represented by 

 
where P is the pressure, w is the wall thickness, r is the 
radius of the hydraulic channel, C1 is the first 
hyperelastic constant, and ν=λ1

2λ2; λ1 and λ2 are the 
principal stretch ratios in the axial and circumferential 
directions and C1 was separately determined by 
conducting biaxial membrane tests on thin films [10]. 

RESULTS 
Inflating one of the 50-µm channels, an axial 

differential strain is induced in the structure about its 
midplane – the axis of symmetry along the length of the 
tip – causing bending of the tip away from the inflated 
channel as shown in Fig. 1 (e-h). The bending angle is 
dependent on the inflation pressure; a C-shaped tip can 
be formed at only 20 psi. The tip may be steered in any 
direction by inflating only one or two of the three 
channels. Using four channels permits finer control of 
the deflection. 

Avoiding radial expansion in this application is 
crucial, unlike the typical use of saline injection in a 
neurointerventional balloon inflation. The nonlinear 
stress-strain relationship of the hyperelastic media was 
tailored such that the initial inflation quickly strains the 
tip ~10 µm in increasing the tip diameter, while the 
axial expansion of the tip responsible for bending occurs 
over a far longer length scale, causing substantial 
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bending with insignificant radial expansion. Placing a 
fluorescent marker at the tip, and imaging it end-on as 
illuminated with a UV lamp, the crude prototype’s 
precise control is illustrated in Fig. 1 (i-l). 

 
Fig. 1 Top row: a 400 µm diameter tip (enlarged, b) tethered 
to 15cm tubing incorporating connections to each of the 50µm 
(c) channels shown in the cross-sections. A lumen (d) can be 
incorporated for a 750 µm microcatheter tip. Pressurising the 
50 µm channels with saline, the tip can be steered in multiple 
directions (e-h), with sufficient precision to crudely write 
UCSD (i-l). The inset in (g) shows how the device works: with 
a sealed tip, the structure is steered by imposing a fluid 
pressure from the attached tubing through the base into one or 
more channels. 

Comparison of the experimentally obtained pressures 
reasonably fits the Gent model in Figure 2, validating 
the experimental results. The strains never exceed 10%, 
indicating a complex model for hyperelastic materials is 
unnecessary. 

 
Fig. 1 Comparison of the experimental results with those 
obtained by the analytical Gent model. 

DISCUSSION 
We use a novel injection mold-casting method to 

fabricate circular steerable tubing encapsulating  
hydraulically actuated microchannels for 
neurointerventional manipulation. The outer diameter of 
the devices is 400 µm for the guidewire to 750 µm for 
the microcatheter. Using saline as the driving fluid, we 
demonstrated multi degree of freedom control of the tip 
deflection. Application of 20 psi (137 kPa) of pressure, 

representing a light squeeze of the surgeon’s hand using 
the handheld controller, causes bending of the tip in the 
respective direction, thus giving the user direct control 
of the steerable tip.  

Our ongoing research involves testing of the steerable 
tip microcatheter in ex vivo models of currently 
inaccessible saccular aneurysms with collaborating 
neurointerventionists. The models are made from MRI 
scans of patients with saccular aneurysms in 
inaccessibly tortuous locations. Results and feedback 
from the testing will be used to develop refined 
prototypes paving the way for animal trials to come. 
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INTRODUCTION 
Cochlear implants (CIs) are the standard-of-care for 

treating severe to profound sensorineural hearing loss. 
As of 2011, there were only 70,000 Americans using 
cochlear implants out of a population of 1.5 million deaf 
individuals. An important improvement that will help 
bridge the gap between current and potential users is 
improved surgical guidance and feedback. This includes 
the creation of tools and techniques that enable safe and 
efficient electrode array (EA) insertion to maximize 
hearing preservation. Such soft insertion techniques 
would increase adoption of CIs for patients with 
residual hearing, where it is important to insert the EA 
atraumatically in order to retain inner ear function [1].  

Regarldess of EA type, correct orientation and 
trajectory of the EA relative to the internal anatomy of 
the scala tympani is key to atraumatic technique. This 
work focused on perimodiolar EAs (e.g. Contour 
Advance® or Slim Modiolar [CI532] by Cochlear 
Corporation). These pre-curled arrays assume their 
contoured shape when a stylet is withdrawn from their 
body. Using an electrode holder, the EA is inserted to a 
depth marker before holding the stylet and advancing 
the array off the stylet (AOS technique). 

During EA insertion, surgical perception may be 
hampered by three factors: interaction forces are small 
[2]; the exact internal geometry of sensitive and easily-
damaged inner ear anatomy is not well-determined by 
examination of external anatomy [3]; even though the 
EA has markers to indicate the insertion depth at which 
AOS technique should be initiated, the cochleostomy 
location and anatomical variability introduce 
uncertainty in the insertion process. 

To assist surgeons in proper EA orientation and depth 
for initiating AOS, we developed a visualization tool to 
assist in the CI insertion process and a light-intensity 
based estimation framework that will allow better 
estimation of depth of the basal turn to inform surgeons 
when to begin AOS. Previous work has shown that 
intracochlear visualization may be clinically useful [4] 
and that OCT may be used for registration to internal 
anatomy within the cochlea [5]. We are combining the 
simplicity of low-cost visual techniques with optical 
tool tracking and simple light intensity measurements to 
work towards a guided surgery techique that allows 
surgeons to better view the anatomy and use sofware-
based visual feedback to guide the surgeon to more 
repeatably execute CI insertion with proper alignment 
and accurate insertion depth for initiation of AOS. 

MATERIALS AND METHODS 
We have developed a 3D printed Cochlear Inspection 

Tool (CIT) that clamps around a Medit 1mm fiberscope 
with 10,000 fibers. Weighing only 32 g, it fits 
comfortably in a surgeon’s hand, Fig. 1. The fiberscope 
fits into the cochlea without contacting the walls of the 
scala tympani. The CIT is outfitted with optical tracking 
markers so that the location and orientation of the tool 
can be tracked and recorded during the procedure. After 
the CIT is used to determine the location and orientation 
of relevant anatomy, these measurements can be used to 
guide surgeons’ hand movements while inserting the CI 
through the use of visual and audio cues generated by 
custom software we have created. In these experiments, 
a Claron Technology MicronTracker 2 was used to track 
the tool position and orientation. 

In addition to using the CIT for increased surgical 
awareness, we wanted to characterize the distance to the 
basal turn from the cochleostomy site to increase 
accuracy in choosing the right depth to initiate AOS. 
Early experiments using optical flow and monocular 
imaging with automatic image segmentation were 
unreliable due to the feature-poor intra-cochlear 
environment. Therefore, we opted for a simple image-
intensity method. When approaching the wall, more of 
the light from the fiber is reflected back into the image 
and image intensity increases – this intensity can be 
thresholded to determine proximity to the basal turn 
which can inform when to initiate AOS technique. 

 

The method was tested on human temporal bones 
prepared with a lateral round window mastoidectomy 
mounted on an ATI Nano43 force-torque transducer. 
Repeated insertions were carried out using the bone 
holder setup and cartesian robot seen in Fig. 2a, 2b. 

The CIT was mounted on a 3-axis Cartesian robot and 
aligned to have clear access through a cochleostomy 
into the cochlea. The robot was used to slowly insert the 
fiber into the cochlea vertically until its tip made contact 
with the wall of the basal turn. Contact with the wall 

Fig. 1 Cochlear inspection tool with optical tracking 
markers on a fiberscope for low-cost inspection of cochlear 
anatomy to enhance surgeon knowledge and performance. 
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was determined by manually segmenting a rise in the 
force measurements indicating wall contact – this 
manual process is one source of potential error. After 
wall contact, the fiber was retracted 5mm to set a home 
point. From this point, repeated insertions were carried 
out in steps of 0.2 mm until reaching the original home 
point. An image was taken at each step to characterize 
the intensity vs depth relationship, Fig. 2c. The force 
sensor was unbiased at the start of each insertion into 
the cochlea and force data was filtered by a moving-
window averaging filter with a length of 10 samples at 
5kHz sampling frequency. Intensity was reported as the 
mean of all pixels in the image, normalized between 0 
and 1. 

 

We carried out 36 insertions in 3 temporal bones. 
Originally, 5 bones were analyzed using the 
experimental setup, however 2 bones were removed 
from analysis due to discoloration from mold/bacteria 
not representative of living anatomy due to long storage 
time. The 36 insertion experiments were divided into 3 
groups of 4 insertions per bone. For each insertion 
group, the bone was removed and affixed to the setup in 
a new orientation to capture changes in approach angle 
and rotation of the endoscope relative to the bone. 

RESULTS 
Figure 3 shows the intensity-measurement results 

across 36 insertion in 3 temporal bones. The solid line is 
the average intensity, the error bars are the 95% 
confidence interval on the mean, the dotted lines are the 
95% data intervals (two standard deviations from the 
mean), and the gray bounds represent the maximum and 
minimum intensities. In two insertion groups, the fiber 
was deflected away from the wall, reducing intensity 
measurements. Since a surgeon would know to reorient 
when seeing such a deflection, these were dropped from 
analysis in Fig. 3b. With this exclusion, a threshold of 
mean normalized intensity of 0.33 can estimate the 
basal turn depth in 95% of cases with an uncertainty of 
1.2 mm without touching the wall of the basal turn. 

DISCUSSION 
This work shows the viability of using fiberscopic 

visualization of cochlear anatomy and the usefulness of 

light-intensity-based methods for characterizing 
distance to the basal turn. This exploratory work 
presented a naïve approach to estimate the distance to 
the basal turn based on 95% of expected normalized 
intensity across bones. Future work should investigate 
Bayesian filtering considering measurement history for 
a given bone and a statistical prior across many bones to 
improve the distance estimation robustness and 
accuracy. We believe the intensity rise near the turn 
should be more prominent in a clinical setting where the 
surgeon can manually re-orient the fiber, and in living 
specimens where there will be less drying out of the 
bone which, even after re-wetting, contributed to 
decreased light reflectivity. The tools in this paper will 
be used in future experiments with trained surgeons to 
validate the usefulness of guided surgery in CI insertion 
in controlled user-study trials. 
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Fig. 2 (a, b) Experimental setup for controlled insertion of 
CIT into temporal bone specimen with force 
measurements and fiberscopic visualization (c) example 
intensity images as the fiberscope approaches the 
modiolar wall 
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INTRODUCTION 
The first clinical application of image-guided cochlear 

implantation (CI) ([1]) lacked facial nerve monitoring 
(NM) as part of the clinical approach. At Bern 
(Switzerland), a robotic cochlear implantation (RCI) 
approach (Fig. 1) has been proposed incorporating 
integrated NM ([2]). The aim of the NM approach is to 
monitor function and preserve the facial nerve (FN) 
anatomy in case of navigation system error. The NM 
approach is based on multipolar stimulation through the 
facial recess (Ø 2.5 mm space between the FN and 
chorda tympani, Fig. 2). The aim of NM during RCI is 
to monitor facial nerve (FN) function and estimate 
trajectory-to-nerve distance during the procedure. The 
NM approach is designed threefold: 1) Positive control: 
a positive stimulating channel is used to have direct 
feedback of FN sensitivity at any time during surgery. 
2) Free-running EMG ([3]): facial muscle activity is 
continuously monitored and presented to the surgeon to 
track the nerve status during drilling. 3) Drill-FN safety 
distance assessment: a discretized protocol is used to 
discriminate safe and unsafe trajectory passages ([4]). 
Herein, we present the first patient experiences using 
the proposed NM approach during RCI. We hypothesize 
that stimulus-triggered EMG via multipolar stimulation 
through the facial recess enables sensitive and specific 
(>95 %) drill-to-FN distance assessment during RCI. 

 
Fig. 1 RCI robot (arm, tracking camera, surgical drill and 
optical markers) performing drilling through the facial recess. 

MATERIALS AND METHODS 
With approval of the local ethics commission (IRB 

Bern, Switzerland, KEK-BE Nr.156/13) a first-in-man 
RCI clinical is currently underway at the university 
hospital of Bern [5]. Prior to start the RCI procedure 
four fiducial screws (2.2mm × 5mm, M-5243.05, 
Medartis) are implanted in the mastoid of the patient. 
Then, a CT scan is acquired (SOMATOM, Siemens) 
and a trajectory planned to the entrance of the cochlea 
(Fig. 2). With the patient back in the operating room, 
the patient’s head is accommodated into a non-invasive 
head-rest and electromyogram (EMG) electrodes are 
located in the facial (orbicularis oris and oculi) muscles. 
A pair of surface stimulating electrodes are positioned 
on the superficial branch of the FN serving as positive 
control stimulating channel. Then, a reference optical 
marker is fixed in the patient’s mastoid to enable 
tracking of head movements during the procedure. After 
physical registration of the mastoid to the preoperative 
plan, RCI drilling is started (1000 RPM, 0.5 mm/s, 2 
mm pecking steps, Ø 1.8 mm). At 3 mm before the FN, 
radiologic safety confirmation of the drilled axis is 
achieved via intraoperative CT imagery (xCAT, Xoran, 
USA) [5]. Consequently, an optimized drilling protocol 
(0.5 mm pecking steps, rest of drilling parameters the 
same as before) is initiated through the critical drilling 
phase (the facial recess segment) to reduce temperature. 

 
Fig. 2 The drill trajectory relative to the facial nerve the 
chorda tympani and the nerve monitoring measurement points 
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Drill-to-FN distance assessment based on NM is then 
achieved at five measurement points equally spaced (0.5 
mm) through the facial recess: NMP1: 1.2 mm in front 
of the FN center; NMP5: 0.9 mm passed the FN center; 
NM1-5 axial distance = 0.5 mm. In each NM point, a 
series of monophasic stimulating pulses (0.2 to 2.5 mA, 
250 µs) are applied per each of four stimulating 
channels of a multipolar probe ([4]). The minimum 
stimulating intensity that elicits an EMG response above 
threshold (> 100 µV) is determined as stimulus 
threshold. The stimulus threshold capable of 
discriminating safe and unsafe drill-to-FN distance 
margins was defined as 0.3 mA from previous in-vivo 
experimental studies ([4]). Bipolar (B1-2) stimulus 
thresholds above 0.35 mA are used as indication of 
sufficient drill-FN distance above 0.4 mm (safe 
passage). Bipolar stimulus thresholds below 0.35 
indicate an unsafe (<0.1 mm, B1) or an uncertain drill-
to-FN distance margin (0.1-0.4 mm, B2) ([2]). A 
manual NM stimulation modules is then used to verify 
threshold stimulation values from the automatic NM 
protocol. If the NM assessment confirms sufficient 
safety margins, RCI drilling is finalized to the entrance 
of the cochlea and CI electrode insertion is carried out. 
Data analysis: NM data (EMG, stimulating signals and 
electrode-tissue contact impedances) were recorded for 
postoperative analysis. Drill-to-FN distance assessment 
was determined from postoperative CT images co-
registered to the preoperatively segmented facial nerves. 
For each measurement point, the Euclidian distance 
from the drill to the FN surface was defined as closest 
distance (CD). 

RESULTS 
Up to date the RCI approach has been applied in n = 4 

patients. In all cases, NM was able to determine drill-to-
FN distance margins above 0.4 mm. The drill-to-FN 
distance (CDmin) were determined to be within the 
suggested margins (± 0.1 mm) (Table 1). This results in 
100% sensitivity and specificity to discriminate drill-FN 
distance above 0.6 mm. In Figure 3, a representative 
facial recess trajectory (subject 2) showing a typical 
monopolar threshold pattern: decrease of stimulus 
thresholds as the drill approaches the FN center, and 
subsequent increase of values as the drill passes the FN. 
The bipolar thresholds were relatively large (>2 mA) for 
subjects 1-3, and above 0.5 mA in subject 4. 

 Table 1 Stimulus threshold and distance data (n = 4 subjects) 

Su
bj

ec
t Min. stimulus threshold (mA) FN-NM 

distance 
(mm) 

CDmin  
(mm) B1 B2 B3 Mo. 

1 NR NR NM 2 > 0.7 0.82 

2 NR 2.5 2.5 1.5 > 0.7 0.67 

3 NR NR NM 2 > 0.7 0.78 

4 1.25 0.5 0.5 0.4 > 0.7 0.61 

NR: no EMG response; NM: not measured (Z > 22 KΩ) 

Fig. 3 Postoperative co-registered stimulus thresholds (subject 
2) relative to each of the 5 axial NM measurement points.  

DISCUSSION 
The proposed NM approach was capable of 

determining safe drill-to-FN proximity ranges during 
the first-in-man RCI cases (n=4). The NM results were 
consistent with in-vivo (sheep) experimental data at 
drill-to-facial nerve distance ranges above 0.6 mm ([4]). 
However, the robustness of the NM approach at the 
critical FN distance range (<0.3 mm) remains 
undetermined.  

To minimize nerve risk in case of unexpected system 
error during the first RCI clinical trial, trajectories are 
planned at drill-to-FN distances above 0.4 mm. 
Therefore acquisition of NM data at the critical distance 
range (<0.3 mm) may become challenging. We propose 
to use our navigated NM probe (monopolar) during 
middle ear surgeries to validate stimulus threshold at 
dehiscent facial nerves (no bony covering, expected 
STmono ≤ 0.2 mA) and directly above the facial nerve 
canal (thin bony covering, STmono > 0.2 mA). 
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INTRODUCTION 
Improvements in microsurgical dissection techniques, 

skull base approaches, imaging modalities, and 
intraoperative neurophysiologic monitoring have led to 
a reduction in surgical morbidity and mortality for deep-
seated brain tumors and cerebrovascular lesions. 
Despite these improvements, however, postoperative 
rates of cerebral infarction and cranial nerve deficits 
remain high and dramatically reduce quality of life in 
patients with a variety of brain disorders [1], [2]. In the 
case of petroclival meningioma, for example, the 
incidence of permanent cranial nerve deficits is between 
20% to 76% while gross total resection is achieved in 
only 20% to 85% of patients [3]. An assist device that 
would allow the surgeon to reduce larger unintended 
movements, automatically avoiding sensitive tissues, 
may result in reduced morbidity for patients [4]. 

MATERIALS AND METHODS 
This work consists of three main steps: (i) vessel 

segmentation, (ii) 3D reconstruction and (iii) 
implementation of the forbidden-region VF framework. 

Segmentation Algorithm 
A Geometrical Deformable Model (GDM)-based 

approach is used to perform vessel segmentation [5]. 
The vessel segmentation algorithm requires as 
initialization the manual selection of a starting point p1 
and an ending point p2, which are then automatically 
connected with a minimal-cost path algorithm. The 
resulting path is used as initialization of the GDM 
algorithm. The deformation of the GDM is guided by 
intensity-based external forces, which are retrieved from 
the vesselness measures defined in [6].  

3D Reconstruction Algorithm 
The 3D reconstruction is performed in order to extract 

the 3D position of the segmented vessel surface in the 
Micron control reference system. Micron is a 6-DOF 
handheld instrument equipped with piezoelectric 
actuators so that its tip can move semi-independently of 
the hand motion (range of motion: Ø4.0 × 4.0 mm) [7]. 
The Micron system setup (Fig. 1) includes (i) an optical 
tracker (Apparatus to Sense Accuracy of Position 
(ASAP)) for tracking Micron tip position, and (ii) a 
stereo operating microscope (Zeiss OPMI, Carl Zeiss, 

AG, Germany) equipped with two CCD cameras (f=30 
Hz, 800x600 pixels). Since the controller of Micron 
works in the ASAP reference system while the target is 
detected by the stereo-cameras, calibration mappings 
are mandatory. A laser probe integrated into Micron is 
used to scan the surface, since the camera calibration 
must match a set of 3D tip positions measured by the 
ASAP with a set of 2D locations detected in the camera 
images [8]. For the 3D reconstruction, the Speeded Up 
Robust Features (SURF) detection algorithm is used [9]. 
The point cloud relative to the vessel position is 
retrieved by applying the sum-of-squared-distance-ray 
tracing method to corresponding point pairs. The vessel 
surface is reconstructed exploiting the convex hull, a 
triangular mesh that encompasses the retrieved point 
cloud.  

Forbidden-Region Virtual Fixtures  
The forbidden-region VF implements the vessel 

collision avoidance task, preventing the manipulator to 
enter into a predefined avoidance zone, representing the 
segmented vessel and a cylindrical safety zone 
surrounding it.   

The control command is triggered as soon as the 
distance d between the tool tip and the vessel surface 
becomes lower than the cylindrical radius. Each time a 
new tip position sample is detected by ASAP, the 
algorithm finds the closest point ps belonging to the 
vessel surface and computes d. The Micron tip is driven 
to reach a point distant dsafety (i.e. the cylindrical radius) 
from ps if d is less than dsafety. 

 
Fig. 1 On the left the system set-up: (a) ASAP tracking 
system; (b)  Zeiss stereo operating microscope; (c) Micron 
manipulator. On the right orginal video frames and examples 
of printed pattern. 

Experimental Protocol 
The vessel segmentation algorithm was tested on fifty 

microscopy video frames acquired during two 
neurosurgical interventions at Istituto Neurologico 
Carlo Besta. The segmentation algorithm was evaluated 

10th Hamlyn Symposium on Medical Robotics 2017

15

FreeText
10.31256/HSMR2017.8



in terms of accuracy, sensitivity, specificity and Dice 
similarity coefficient, computed with respect to gold-
standard manual segmentation performed by an expert.  

For the VF performance evaluation, an experimental 
setup was developed to simulate the surgical 
environment and let Micron interact with phantom 
vessels. Three flat patterns that reproduce the vessels to 
avoid were printed (Fig.1). Twenty-one images of these 
patterns (seven of each pattern) with different 
orientations were captured by the left and the right 
camera of the Micron microscope (4× magnification). 
The accuracy of the 3D reconstruction was evaluated in 
terms of reprojection errors of the point cloud.  

The vessel avoidance algorithm was tested in real time 
by operating Micron above an image of the vascular 
pattern and making repeated attempts to cross the blood 
vessel while in contact with the surface. 
 
RESULTS 

Vessel segmentation performance values are reported 
in Table 1. The reprojection error statistics computed 
for the 21 phantom images are shown in Table 2. 

Table 1. Segmentation algorithm performance 

 
Acc=Accuracy; Se=Sensitivity; Sp=Specificity; DSC=Dice 
Similarity Coefficient; q1= 1st quartile; 𝑥=median; q3= 3rd 
quartile; IQR=Interquartile Range 

. 
Table 2. Reprojection error distribution for 21 phantom 
images 

 
q1= 1st quartile; 𝑥=median; q3= 3rd quartile; IQR=Interquartile 
Range 

Using the VF algorithm, the Micron tip was forced to 
lift over the vessel (green trajectory in Fig. 2)  when the 
null position of the manipulator (red trajectory in Fig. 2) 
was within dsafety = 1.6 mm. The d measure over time 
when the VF is active (green) is plotted in Fig. 3 against 
what the distance would have been if the VF were 
inactive (red). 

 
Fig. 2 Automatic avoidance of vessel (black). The Micron tip 
trajectories are shown for when the Virtual Fixtures are on 
(green) and off (red). 

 
Fig. 3 Distance, d, of the Micron tip from the vessel surface 
over time when the Virtual Fixture is on (green) vs. what it 
would have been if the fixture were off (red). dsafety is the 
chosen safety distance (1600 µm). 

DISCUSSION 
In this paper, we presented a new approach to vessel 

avoidance for safe robotic assisted neurosurgery, which 
exploits an actuated handheld tool to reliably constrain 
penetration into predefined forbidden zones. Future 
work will aim at implementing a tracking algorithm for 
real-time applications in order to take into account also 
tissue deformation and the presence of surgical tools in 
the scene, which can eventually occlude the vessel to be 
avoided. A 3D phantom that reproduces a more truthful 
surgical scenario will be further developed for testing. 
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INTRODUCTION 

While catheters have enabled a variety of beating-
heart intracardiac procedures, the range of procedures 
has been limited by the inability to provide detailed 
visualization of the tissue at the catheter tip and by a 
lack of dexterity for tissue manipulation. Recent work 
has demonstrated that incorporating a tip-mounted 
camera (cardioscopy) can provide excellent imaging 
during tissue contact [1]. Furthermore, robotic control 
can provide additional dexterity. A fundamental 
challenge to implementing a robotic solution, however, 
is to provide the capability to stabilize the robot tip on a 
tissue structure inside the beating heart while ensuring 
that the applied forces are not excessive. While current 
solutions employ a combination of ultrasound imaging 
and force sensors [2], this paper proposes an image-
based contact stabilization algorithm. 

Cardioscopic images are acquired by pressing an 
optical window containing a chip-based camera and 
LED against the intracardiac tissue such that the blood 
is displaced. Exploiting the fact that images during 
contact with tissue are distinctly different from 
noncontact images of blood, it is possible to estimate the 
contact state and design a controller to drive robot 
position so that contact is maintained over a desired 
fraction of the cardiac cycle. This contact ratio acts as a 
proxy for mean contact force over the cardiac cycle. 
This low-bandwidth “force” control is relatively safe 
since it slowly adjusts robot tip position in response to 
the higher frequency heart motion. This paper describes 
the image-based controller together with initial 
validation results.   

IMAGE-BASED CONTACT STABILIZATION 
Our contact state estimator uses the Bag of Features 

(BoF) algorithm [3], a supervised machine learning 
algorithm usually used for high-level content retrieval in 
images. This approach uses a set of image descriptors as 
an input. In this study, we used the FAST feature 
detector [4] and LUCID descriptor [5], for a good 
balance between performance and computational 
burden. After training on a set of manually labeled 
examples, the algorithm is used for predicting the 
contact state c of a given input image, 

𝑐 𝑡 = 1, contact
  0, no contact (1) 

Thanks to low computational burden in the feature 
detection and prediction steps, the estimation executes 
at video rate. 

Using the contact state estimator, we wish to derive a 
controller that will stabilize the robot tip at a position 

which produces tissue contact for a specified fraction, 
rd, of the cardiac cycle. Since the motion of certain heart 
structures is predominantly uniaxial, the contact ratio, r, 
can be expressed as a function of robot tip position, x(t), 
and heart position, xh(t), along the direction of motion. 
This is illustrated in Fig. 1for a valve annulus.  

 
Fig. 1 Example of a transapically-inserted catheter 
approaching the pulmonary valve annulus to perform 
intracardiac surgery. (a, b) show the contact between the 
catheter at position x(t) and the heart for two extremes of the 
wall movement xh(t). 

Assuming that the measured heart rate, 1/Tc, is slowly 
varying, the contact ratio can be computed from  

𝑟 𝑡 =
1
𝑇!

𝑐
!

!!!!
𝑥 𝑢 , 𝑥! 𝑢 𝑑𝑢 (2) 

Stabilizing the contact can then be achieved by 
regulating the value of r to a desired value rd using 
proportional derivative control:  

𝑥 = 𝐾! 𝑟! − 𝑟 − 𝐾!𝑟 (3) 
Using this controller, robot tip position adjusts to 

regulate r to the desired value rd. Under the assumptions 
that heart rate remains stable or slowly varying and that 
the contact ratio does not saturate, r(t)<1, controller 
stability can be demonstrated using the candidate 
Lyapunov function:  

𝑉 𝑟 =
1
2
𝑟! − 𝑟 ! (4) 

This 1 DOF controller can be used during 
teleoperation as part of a hybrid position-“force” control 
scheme. In this scenario, the operator controls tip 
orientation as well as tip position in the plane of contact 
while the contact stabilizer controls position normal to 
the plane of contact.  

EXPERIMENTAL VALIDATION 
To validate the approach, the contact state estimator 

was first trained and evaluated. Subsequently, the 
controller was tested in bench experiments. Each 
experiment is described below. The behavior of the 
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contact estimation algorithm was validated on 
cardioscopic images taken from six in vivo experimental 
surgeries, performed using five different cardioscopes 
(Fig. 2). A total of 1540 images were selected to build a 
balanced dataset, which was divided into three subsets: 
70% for training; 15% for tuning algorithm parameters; 
and 15% for validation. The trained contact state 
estimator exhibited a specificity of 95.4% and a 
sensitivity of 95.4%. The average computational time 
(core i7 CPU) was 2.63msec per image. 

Fig. 2 Sample cardioscopic images. (a) No contact; (b) 
Contact.  

To prepare for in vivo testing, the contact stabilization 
controller was evaluated in bench experiments as shown 
in Fig. 3. A concentric tube robot with a cardioscope 
camera at its tip was used together with a target 
oscillating at 75 “beats per minute.” The z-direction of 
the robot was aligned under teleoperation to be 
approximately collinear with the direction of target 
motion and at a distance of several centimeters from the 
target. The contact controller was then turned on such 
that the robot approached the target and attempted to 
stabilize at the desired contact ratio. The controller 
gains were adjusted using a desired ratio of 𝑟! = 0.5 to 
obtain an overdamped response. The final gain values 
were 𝐾! = 8, 𝐾! = 3 . 

Fig. 4 depicts the step response of the controller as it 
moves, initially from non-contact, to set points of 
𝑟! = 0.2, 0.4, 0.6, 0.8 . It is observed that robot 
displacement is smooth and the desired contact ratios 
achieved without overshoot. These tests will be repeated 
in vivo during the next few months.   

DISCUSSION 
The need for force sensing and haptics has long been 

debated in the robotics community. Despite general 
agreement on the benefits of force sensing, their cost, 
size and reliability have remained impediments to their 
general use. Furthermore, in medical applications, 
surgeons performing minimally invasive procedures 
have learned to substitute visual cues of tissue 
deformation for haptic feedback. Extending this visual 
approach to intracardiac surgery is difficult, however, 
owing to the opacity of blood, the poor resolution of 
ultrasound and the inability to directly image tissue with 
fluoroscopy. 

The proposed technique combining cardioscopy and 
image-based contact stabilization provides a means for 
overcoming these challenges that does not rely on force 
sensing nor on high-bandwidth catheter motion. 

Furthermore, since it is designed specifically around the 
expectation of a changing contact state, it does not 
suffer the usual stability problems associated with robot 
controllers making and breaking contact. 

 
Fig. 3.  Test set up for evaluation of contact controller. 
Cardioscope mounted on the tip of a concentric tube robot 
advances to press against oscillating paper target.  

 
 
Fig. 4. Step response of contact ratio controller for a sequence 
of set points using the test set up of Fig. 3.  
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INTRODUCTION 
Virtual views are commonly used in computer-

assisted surgical systems to show the positions of 
instruments relative to target anatomy. In a typical case, 
a technician uses keyboard and mouse interfaces to 
align the view to the surgeon’s perspective. Technicians 
need to be highly trained in the surgical workflow and 
they are a costly presence in the already busy operating 
room. Reliance on technicians continues to pose an 
obstacle to wide-spread commercialization and clincial 
use of computer-assisted surgical systems. 

We are accutely aware of this obstacle in our 
NaviKnife breast conserving surgery navigation system 
[1]. The NaviKnife features electromagnetic position 
sensors to track an eletrosurgery cautery device relative 
to a needle hooked in the target tumor. In the navigation 
display, the needle, tumor and cautery are shown to the 
surgeon (Fig. 1). This view needs to be aligned with the 
patient‘s anatomical directions and also adjusted to the 
position and view angle of the surgeron. When multiple 
surgeons operate, the view may need to alternate 
between them.   

Fig. 1: Photograph of a bnigated breast conserving surgery 
and a virtual view aligned to the photograph‘s perspective 

Our objective is to remove reliance on the technician 
by giving the surgeon direct and easy to use control of 
the virtual view. We demonstrate the concept in 
navigated breast conserving surgery, but it is readily 
applicable in computer-assisted surgical systems in 
general. 

MATERIALS AND METHODS 
We propose using the cautery device as a view-aiming 

pointer. The key concept is that objects in the navigation 
system are represented using coordinate systems that 
can be expressed relative to one another (Fig. 2a). Each 
electromagnetic position sensor defines a coordinate 
system updated in real-time. The virtual view is also 

considered as a coordinate system, so we can turn the 
tracked surgical cautery tool into a view-aiming pointer 
by temporarily aligning the view to the tool (Fig. 2b).  

 

 
Fig. 2: Top, coordinate systems used in navigated breast 
conserving surgery.  Bottom, the view is itself a coordinate 
system, and can be temporarily tracked relative to the cautery 
tool. Arrows indicate how coordinate systems are tracked 
relative to one another. 

Setting the view proceeds in three steps: the surgeon 
associates the view to the cautery, the view is updated in 
real-time, the surgeon dissociates the view from the 
cautery when the view is satisfactory. The view setting 
process is started and stopped by a button click on a 
touchscreen (see Fig. 3), pressing on a foot pedal or by 
delegation to another individual in the operating room. 

Based on our experience in the operating room, we 
also found that the technician frequently needed to 
adjust the view so that the tumor was in the center of the 
computer screen. The reason for this was that the tumor 
and view were both tracked relative to an anatomical 
reference (Fig 2a). The breast is a mobile organ, so it is 
easy for the tumor to move relative to the anatomical 
reference, while the view would remain stationary. 
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Fig. 3: The buttons on the touch-screen used to enable or 
disable instrument-control of the view. 

To circumvent this issue, we developed an auto-center 
feature. Using this feature, we track the position of the 
tumor in the view. If the tumor moves outside a defined 
“safe zone”, then the view translates such that the tumor 
is once again centered in the view (Fig. 4). 

Fig. 4: Left, the tumor is outside the defined safe zone (dashed 
white box). Right, the view is moved such that the tumor is 
centered again.  

We implemented view control methods in a simple 
plugin to NaviKnife based on open source platforms. 
We used the PLUS toolkit [2] to read sensor 
information, which was then relayed to 3D Slicer [3] for 
processing. The view control was implemented as plug-
in to SlicerIGT (www.SlicerIGT.org). All of these 
platforms are open-source to foster collaboration and 
reproducible research. 

RESULTS 
The view control module has been incorporated into 

the NaviKnife breast conserving surgery system (Fig. 
5).  

 
Fig. 5: Surgeon creating a virtual view using the cauterizer as 
a pointing device. 

The cautery has been used as a view pointing device 
on 15 and the auto-centering feature on 12 patients. The 
technician who regularly runs the navigation system 
reported that the average number of manual interactions 

per procedure was reduced from 65 to 15, showing that  
over 75% of manual interactions were eliminated.   

DISCUSSION 
We have eliminated the majority of manual 

interactions required by the technician throughout 
navigated breast conserving surgery. This was 
accomplished by giving surgeons a mechanism to 
control the view directly and automating the task of 
centering the view on the tumor. Together these mark an 
important milestone in the translation of the NaviKnife 
breast conserving surgery navigation system. 

The remaining manual interactions involve button 
clicks on the surgeon’s behalf. Automatic view zooming 
is the next area for improvement. If the tumor is small 
or far from the cautery during the view set-up, it can 
appear too small on the computer screen (Fig. 6). The 
technician manually sets the zoom so the tumor will 
appear in a nominal size. We will automate this 
zooming procedure for the surgeon.  

 
Fig. 6: Left, the tumor appears small because it is far from the 
initial view. Right, the view zooms in on the tumor. 

Altogether, setting the view angle, center and zoom 
will eliminate nearly all interactions required from 
surgical navigation system technician. The remaining 
few button clicks can be executed by the two surgeons 
who are well-accustomed to using a tablet computer 
(Fig. 3). The tablet is conveniently placed for them in a 
sterile plastic bag over the patient’ abdomen.  
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INTRODUCTION 

Robot-assisted surgery allows surgeons to surpass 
limitations of human performance. In particular, 
surgical robots increase the surgeon’s performance by 
functionalities like movement scaling and tremor 
suppression. Surgical robots also allow transferring 
preoperatively planned interventions precisely into 
practice. Particularly for frequent orthopedic 
interventions such as hip and knee surgeries, surgical 
robots can produce cuts with high fit accuracy. 
Commercially available systems for robotic and robot-
assisted hip and knee replacement surgeries include the 
ROBODOC (THINK Surgical, Inc., Fremont, CA, 
USA), the Mako (Stryker Corporation, Kalamazoo, MI, 
USA), the NAVIO Surgical System (Smith and 
Nephew, London, UK) and iBlock (OMNIlife Science, 
East Taunton, MA, USA). Until today, the standards for 
cutting bone in surgical interventions are oscillating 
bone saws and drills. This is also true for cutting bone 
with robots. However, using a laser to cut bone offers 
multiple advantages. These advantages are: i) higher 
flexibility in the ablation geometry, ii) smaller cut width 
compared to mechanical tools, iii) high accuracy, and 
iv) faster healing of the bone ([1],[2]). The CARLO 
system is the first medical robot that can cut bone in 
open surgery without contact due to cold laser ablation 
technology [3].  

Currently, we are developing a computer-aided laser 
osteotome which aims at combining the advantages of 
robot-assisted laser osteotomy and minimally invasive 
surgery (MIS). The final system will consist of a serial 
robot which manipulates a robotic endoscope. The end-
effector at the tip of the endoscope will contain the laser 
optics as well as additional devices for laser ablation 
such as irrigation and vision (see Fig. 1). As a first 
application, we focus on uni-compartmental knee 
arthroplasty (UKA). We consider UKA as a benchmark 
application for MIS laser osteotomy since it involves 
cutting of thick bones such as the femur. UKA also 
allows testing any other functionality required for 
endoscopes in MIS laser surgery such as irrigation, laser 
ablation, endoscope manipulation, visual feedback, 
planning and execution of pre-planned movements, 
registration and tissue characterization.  

One main challenge from the robotics point of view is 
the positioning and stabilization of the end-effector at 
the intervention site. Since the end-effector is far away 
from the robot’s base, many sources of disturbance can 
influence the pose of the end-effector. This way, 
disturbances can prevent the irrigation device and the 

narrow laser beam from precise targeting. Thus, 
carbonization, unprecise cuts, or undesired tissue 
damage could be the result. To prevent disturbances 
from influencing the laser osteotome’s performance, 
this paper presents for the first time a stabilization 
mechanism for a laser osteotome. 

MATERIALS AND METHODS 
Based on a preceding evaluation, we have decided to 

stabilize the end-effector of the laser osteotome using a 
bone mounted mechanism. This mechanism first 
attaches the end-effector to the bone. In a second step 
the endoscope’s shaft is decoupled from the end-
effector by decreasing the stiffness of the endoscope’s 
flexible shaft. In this way, disturbances on the robot’s 
side that holds the endoscope are not transferred to the 
end-effector. 

 
Fig. 1 Laser osteotome consisting of a serial robot that holds a 
robotic endoscope (Ø 15 mm). The end-effector (blue) of the 
robotic endoscope consists of a parallel robot which carries the 
laser optics and can be fixed to the bone which is to be cut. 
Figure adapted with permission from [4] and [5] (Copyright 
by AO Foundation, Switzerland). 

More importantly, movements of the patient’s bone 
are directly transferred to the endoscope’s end-effector 
that will move together with the bone. Hence, the 
relative pose of the end-effector with respect to the bone 
can be maintained. A key component of the stabilization 
mechanism is a planar parallel manipulator integrated 
into the end-effector. This manipulator (six bar 
mechanism) is connected to the bone at two anchoring 
points. For example by means of suction. To position 
the laser, the mechanism has three planar active degrees 
of freedom (DoF) (see Fig. 2). In addition, the laser 
optics will have a long depth of focus that allows us to 
adjust the ablation location in vertical direction. 

10th Hamlyn Symposium on Medical Robotics 2017

21

FreeText
10.31256/HSMR2017.11



 
Fig. 2 Schematic illustration of the mechanism’s DoF. From 
left to right; Folded during insertion, unfolding and attaching 
by moving the four sliders accordingly, planar movement in 
two translations and a rotation. The mechanism’s parts are: 
Two fixed anchoring points (1) and four legs (2) mounted on 
actuated sliders (3) that can move on linear rails (4) 
(designated by grey lines). The laser (5) operates orthogonal to 
the end-effector. 

The main components of the six bar mechanism are: 
the base, the body of the end-effector, and two legs on 
each side. Each of the four legs is mounted on one side 
on a separate slider which can glide on a separate linear 
rail (see Fig. 3). The other side of each leg can pivot 
about the corresponding anchoring point. All four 
sliders are actuated from outside the endoscope using 
cables with pre-tension springs controlled by motors. 
During insertion and extraction of the endoscope into 
and out of the patient, the legs can be folded away, 
making the mechanism suitable for MIS. 

 
Fig. 3 CAD-model of the mechanism mounted on the robotic 
endoscope. (6) illustrates the cable actuator of the upper right 
leg. The other part numbers are described in Fig. 2.  

One crucial characteristic of the mechanism is the 
space in which the end-effector can place the laser 
optics when the anchoring points are set. The shape and 
size of this workspace depends on four mechanical 
parameters of the mechanism, namely the length of the 
legs, the length of the linear rails, the distance between 
the anchoring points, and the distance between the 
linear rails on the right and left side of the mechanism. 
In order to maximize the workspace of the laser, the 
respective optimal set of parameters needs to be found. 
This is known as “the synthesis problem” in parallel 
robotics [6]. We used a custom written search algorithm 
in MATLAB to find the four parameters which result in 
a maximal workspace in terms of the covered area by 
the laser.  

RESULTS 
From all the parameter sets investigated, the largest 

workspace calculated has a size of 762 mm2. It is 
obtained with the largest considered rail length of 35 
mm, a leg length of 7 mm, the minimal considered rail 
distance of 5 mm and an anchoring distance of 18 mm. 
The resulting workspace is shown in Fig. 4. The 
simulation results also showed that the shape of the 
workspace is symmetric and has a similar form for all 
parameter sets which lead to large workspaces. 

 
Fig. 4 Illustration of the largest obtained planar workspace of 
the mechanism (in red) projected onto the femur for size 
relation. The anchoring points are marked by black dots. The 
dotted lines represent the maximal straight cuts parallel (39 
mm) and orthogonal (35 mm) to the virtual line that connects 
the two anchor points. 

DISCUSSION 
This paper describes the design of a parallel robot that 

is connected to the surface of bone and provides a stable 
platform for minimally invasive laser osteotomy. The 
mechanism enables up to 35 mm long straight line cuts 
parallel and 39 mm orthogonal to the base of the robot 
as illustrated in Fig. 4. It enables a workspace which is 
approximately 1.5 times larger than the footprint of the 
mechanism.  
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INTRODUCTION 
Focused Ultrasound Surgery (FUS), also referred as 

High Intensity Focused Ultrasound (HIFU), is a non-
invasive therapeutic technology that enables the treat-
ment of several pathologies. FUS delivers ultrasound 
energy onto the human tissue for treating tumours by 
causing thermal or mechanical necrosis into the target 
area without harming surrounding tissues. Although Ul-
trasound guided FUS (USgFUS) has some limitations, 
e.g. thermal mapping, it offers major advantages, such 
as lower cost and platform encumbrance, and the possi-
bility to monitor the treatment with a higher frame rate 
that allows real-time therapy monitoring and compensa-
tion of physiological movements. The use of a robotic-
assisted approach for USgFUS may relieve the prob-
lems related to the predictability and repeatability of the 
current procedures by enhancing accuracy, safety and 
flexibility of the treatment. Indeed, there are already 
some platforms for extracorporeal USgFUS that operate 
in clinical setting, such as the HAIFU JC (Chongqing 
Haifu Medical Technology Co. Ltd, Chongqing, China), 
EchoPulse (Theraclion, Malakoff, France) and Alpius 
9000 (ALPINION Medical Systems, Seoul, Korea). 
However, these platforms are not able to compensate 
organs motion during sonication. This limitation is par-
tially solved in some research platforms by exploiting a 
Pulse Width Modulation (PWM) signal for the HIFU 
transducer. In Chanel et al., an all-in-one robotized FUS 
system was developed for real-time intra-abdominal or-
gan motion compensation through US visual servoing  
[1]. Seo et al. developed a visual US-based servoing 
system for ablating moving medical target [2]. Exploit-
ing a sophisticated timeline schedule, the authors are 
able to interlace two US sources thus achieving a mo-
tion compensation accuracy of 1.7 mm (RMS) on aver-
age with a sonication duty cycle of 50%. 

In this framework, the FUTURA (Focused Ultrasound 
Therapy Using Robotic Approaches) project 
(www.futura-project.eu) proposes a robotic-assisted 
platform for flexible HIFU treatment. The control of 
two independent anthropomorphic manipulators (one 
equipped with a HIFU transducer and with an US con-
focal imaging probe and the other one with a 3D US 
imaging probe) provides to the FUTURA platform a 
high flexibility in terms of operating workspace and 
maneuverability. The FUTURA platform is able to treat 

moving target areas during HIFU sonication and in this 
paper the authors report the performance of the system 
in terms of treatment precision.  

 
Fig. 1 – Experimental setup of the FUTURA platform with the 
robotic, monitoring and therapeutic modules. An ex-vivo por-
cine kidney is placed on a 1 DoF motorized slide for simulat-
ing the organ motion.  

MATERIALS AND METHODS 
The FUTURA platform is composed by different 

modules (Fig. 1): i) a robotic module including two 6 
DoFs anthropomorphic manipulators (monitoring and 
therapeutic manipulators - ABB IRB 120); ii) a thera-
peutic module with a dedicated broadband 16 channels 
wave generator with power output capability of 
20W/channel and a 16 channels annular array HIFU 
transducer; iii) a monitoring module composed of two 
different US probes (a 2D imaging US probe - Analogic 
Ultrasound PA7-4/12 - confocal to the HIFU transducer 
mounted on the therapeutic manipulator; and a motor-
ized 3D imaging US probe - Analogic Ultrasound 
4DC7-3/40 - mounted on the monitoring manipulator), 
both connected to a US machine (Analogic Ultrasound 
SonixTablet) The platform control architecture (based 
on Robot Operating System – ROS) allows controlling 
all components (i.e., robotic, monitoring and therapeutic 
modules) involved in FUS treatments through a dedicat-
ed Human Machine Interface (HMI) with an accurate 
real-time visualization of the working environment.  

The FUTURA platform treats moving target area us-
ing machine learning and computer vision techniques 
and exploiting a PWM signal for the HIFU transducer. 
More precisely, our strategy is the combination of three 
different modules: i) a tracking and detection module; 
ii) a trajectory prediction module; and iii) a safety check 
module. The tracking and detection module estimates 
the motion of a Region of Interest (ROI) selected by the 
users through the HMI. This module is based on the ap-
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proach named Tracking-Learning-Detection (TLD) de-
scribed in [3], which decomposes the long-term tracking 
task into tracking, detection, and learning. The tracker 
follows the selected ROI in the US image stream using 
optical flow. The detector localizes similar patches in 
the image via a template matching approach using the 
Normalized Correlation Coefficient (NCC) as the main 
similarity measure. A variance filter and a random fern 
classifier are employed in the specific detector imple-
mentation as a pre-filtering stage to reduce computa-
tional costs. The learning task combines the tracker and 
the detector information in order to: i) correct and re-
initialize the tracker when the detector is more confi-
dent, and ii) update the internal model of the detector 
when the tracker is more confident.  

The trajectory prediction module learns the trajectory 
estimated by the tracking and detection module, and it 
drives the therapeutic manipulator during HIFU soni-
cation even when the US images are completely distort-
ed. Namely, the prediction module learns the organ mo-
tion using a Gaussian process model with a periodic 
kernel (solving a uni-dimensional regression problem). 
When the organ motion is learned, the therapeutic ma-
nipulator starts to follow the predicted motion of the 
currently tracked area. Before shooting, the safety check 
module computes the distance between the current tar-
get position in the US image and its predicted position, 
thus allowing to sonicate only if this distance is smaller 
than a settable threshold (e.g., 1 mm). Therefore, if a 
deviation is detected between the tracked trajectory and 
the learned trajectory, the HIFU sonication is disabled 
until the new target trajectory is learned or the target 
area starts following again the estimated trajectory.  

In order to assess the performance of the FUTURA 
platform, an experimental setup has been designed (Fig. 
1). To simulate the organ motion, an ex-vivo porcine 
kidney is placed on a motorized slide and its motion is 
set as a sine function with amplitude 200 mm and fre-
quency 0.2 Hz (12 breaths per minute). Three tests have 
been performed in dynamic condition. The first test 
aimed to evaluate the precision of the compensation mo-
tion method. The target area has been set on the US im-
age provided by the 3D probe mounted on the monitor-
ing manipulator. Then, the therapeutic module was acti-
vated following the learned trajectory without sonicating. 
The procedure has been performed 10 times on different 
kidney target areas and all the data have been recorded 
to evaluate the vector error between the target and the 
nominal HIFU focal spot. The second test evaluated the 
time needed to satisfy the safety check before and be-
tween HIFU irradiations. We planned a sonication com-
posed by 100 time slots of 1 s which are executed only 
if the safety check is satisfied. The values of frequency 
and acoustic power of the sonication are 1200 kHz and 
115 Watts respectively (able to perform a thermal lesion 
on chicken breast), while the 3D monitoring probe ac-
quires images at 15 Hz. Finally, two lesions in static and 
dynamic conditions have been performed, displaced 10 
mm on the chicken breast. These lesions have been per-
formed through a sonication composed of 20 time slots 
of 0.9 s with the aforementioned values of acoustic pow-
er and frequency. 

RESULTS 
Fig. 2 illustrates the results of the first test performed 

without sonication. The box and whiskers plot shows 
that the motion compensation error norm is always lower 
than 1 mm. The achieved accuracy is less than the accu-
racy reported in Seo at al. [2]. The second test evaluates 
the time needed to satisfy the safety check before and 
between HIFU irradiations. The needed time is 
0.07±0.04 s with a maximum value of 0.17 s. The result 
of the third test is shown in Fig. 3 where two lesions are 
performed in static and dynamic conditions, which were 
found to be similar.  

 
Fig. 2 – Boxplot of the error between the target area and the 
HIFU focal spot. 

 
Fig. 3 – Lesions on chicken breast performed in static (0 mm) 
and dynamic conditions (10 mm). 

DISCUSSION 
This work assesses the ability of a novel USgFUS ro-

botic platform to perform sonication and lesion on mov-
ing organs. The platform employs machine learning and 
computer vision techniques to track, learn and follow 
organ motion. Namely, FUTURA follows periodic mo-
tion trajectory with accuracy better than 1 mm. The HI-
FU irradiation is performed only if the distance of 
tracked and learned trajectories is lower than 1 mm for a 
time slot that can be chosen accordingly to the desired 
duty cycle. Indeed, the duty cycle is the duration of the 
time slot divided by the sum of this duration and the 
time needed to satisfy the safety check. Therefore, the 
lesions on chicken breast were performed with a duty 
cycle of about 90%. Future works aim to extend the 
FUTURA compensation method on 3D moving organs. 
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INTRODUCTION 
Endovascular surgery is a medical specialty of 

minimally invasive procedures, which relies on the use 
of catheters, guide-wires and other endovascular 
devices, to reach and treat a variety of pathologies. 
During the intervention, fluoroscopic images provide 
the clinician with live feedback on the anatomy of the 
patient, and the position and shape of the catheter. In 
conventional 2D fluoroscopic guidance, the complexity 
of the procedure, the radiation exposure and the loss of 
depth perception in X-ray images, are reasons why 
improved means of visualization have been investigated 
Commercial systems are already available [5], fusing 
live X-ray images with pre-acquired 3D MRI or CT 
images. This can be further improved by reproducing 
the 3D navigation of the catheter, which would 
otherwise remain 2D. Several approaches have been 
proposed, based on computer vision, numerical 
simulations, or the use of physical sensors ([8], [1], [7]). 
In [6] the authors present a method to retrieve the 3D 
position of the catheter combining the 2D fluoroscopic 
view with pre-operative models of the vasculature. In 
this context of augmented endovascular procedures, we 
propose a method to retrieve the 3D navigation of the 
catheter from a single view scenario, without the use of 
external sensor. Using a combination of visual features 
extracted from the fluoroscopic image, and the 
registered pre-operative 3D vessel surface, we drive a 
constraint-based numerical simulation, which allows us 
to retrieve the 3D catheter shape from fluoroscopic 
images. This will allow clinicians to virtually explore 
different angles of view without moving the imaging 
equipment. 

MATERIALS AND METHODS 
To reconstruct the 3D shape of a flexible device, we 

perform a real-time physics-based simulation of the 
flexible tool constrained by information extracted from 
the live fluoroscopic data and boundary conditions 
arising from the pre-operative vascular surface. The 
mechanical consistency provided by the physics-based 
model of the flexible tool avoids ambiguous situations 
and provides a complete and accurate 3D visualization 
of the catheter. The model of the surgical tool is based 
on Timosenko beam theory, solved using an efficient 
finite element method and a co-rotational approach [4]; 
it is represented as a series of serially-linked beam 
elements, where each node has 6 degrees of freedom [2] 
and the mechanical parameters are coherent with the 
reality. Currently image-features are easily extracted 
and tracked using OpenCV; we used a catheter with 
radiopaque tags every 1cm in order to have a higher 

gradient variation. We impose that the projection of 
each 3D node should coincide with its corresponding 
point onto the image; to do that, we allow each 3D 
nodes to slide along the line of sight, defined between 
its corresponding 2D point detected in the image and the 
optical center of the camera. Nevertheless, 2D image 
features alone are not sufficient to retrieve the 3D shape 
of the device. Assuming that the position of the point 
through which the catheter is inserted, is known in 3D 
(for instance, obtained thanks to makers located on the 
catheter sheath), we define a further geometrical 
constraint enforcing the catheter to slide along a 
direction which reproduces the orientation of the 
insertion valve. A set of unilateral constraints are 
applied along the shaft of catheter to prevent crossing 
the surface of the 3D anatomy. Each of these constraints 
applies 1 dof unilateral contact force along the normal 
of the triangulated vessel surface, in order to enforce 
Signorini conditions i.e. A contact force is applied if 
and only if a (set of) point(s) of the device model 
move(s) outside of vessel geometry (see [9] for 
instance). As all of these are linear constraints (i.e. 
sliding constraints on a line), they allow to solve the 
problem with a Lagrangian approach for FE models [4] 
where the global equation is expressed with a static 
formulation.  

=  

Where for each iteration, K is the stiffness matrix of the 
FE model, ∆X is the equilibrium state of the 3D 
positions of the catheter, δ is the violation of the 
constraints and J is the Jacobian of the constraints.  

RESULTS 
We performed catheter insertion on a rigid phantom. 

Two data-set have been acquired through a 3D capable 
angiography C-arm at low and high fluoroscopy 
frequency, performing some 3D acquisitions (CBCT) to 
retrieve the real 3D position of the catheter and validate 
our simulation; 3D and 2D images are registered 
through calibration [3]. Beside the catheter navigation 
under 2D fluoroscopy and 3D scans to validate the 
reconstructed shape at times, we acquired some 
fluoroscopic images while shifting the table downwards, 
orthogonally to the direction of insertion, to simulate 
movement deriving from patient’s breathing motion or 
machinery adjustment, showing the robustness of our 
method to important motion. We exploited the temporal 
coherence of the detected markers to bind the 2D 
markers with the corresponding 3D nodes of the 
catheter. To validate our registration, we computed the 
Euclidean distance between the simulated catheter and 
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the real one, previously retrieved from segmentation. 
For the first data-set, we had an average error of 
2.7±0.7mm, corresponding to 11% of vessel diameter; 
for the data-set at 7.5pps, the higher acquisition rate 
produced more noisy and blurred images, entailing a 
higher error in the registration process (4.8±0.8mm). 
Within this second data set (Fig.1), we wanted to test as 
well the robustness of our method to potential table 
movement or breathing motion of the patient, i.e. any 
potential movement in a direction different from the 
direction of insertion. For that, we shifted the table 
50mm downwards, under the assumption that the 
camera stays fixed. In this second phase, the registration 
error uniformly increases during the downwards shift 
(8±0.6mm average deviation) due to the reprojection 
error of the calibration matrix that is not uniform along 
the image. The surface’s constraint was not active. 

 
 

Fig. 1 3D catheter reconstruction for Real Dataset at the end 
of the insertion. Red lines represent the line of sight of 
projective constraints; yellow points represent the real 
catheter, obtained from segmentation of 3D medical images. 
 

In any case, this kind of error can be easily 
compensated since the movement of the table can be 
known from the set-up parameters. Moreover, typical 
breathing motion of a patient reaches an amplitude of at 
most 2cm, i.e. inferior to the displacement imposed in 
this test. In order to evaluate our registration within a 
less trivial anatomy, we created a synthetic data-set 
simulating a catheter insertion. We recorded the images 
of the insertion, as under fluoroscopic guidance, and we 
used it as ground truth for the following registration. An 
average error of 0.8±0.07mm, corresponding to the 4% 
of the total diameter of the vessel, is registered (Fig.2). 
Detection errors and calibration errors, are compensated 
through empirical parameters α applied on the 
constraints. 
 

 
 

Fig. 2 Different views of 3D catheter reconstruction for 
Synthetic dataset; blue and red catheter are respectively the 
real and the simulated one.  

DISCUSSION 
In this work, we presented a single view 

reconstruction method to retrieve the 3D navigation of 
the catheter. Dealing with a rigid registration, this could 
be potentially applicable to neuro interventional 
radiology procedures, where brain’s movement is 
limited. In order to progress towards different clinical 
application, we will investigate other detection methods 
to deal with guidewires or untagged catheters, and 
automatic calibration to deal with deformations and 
breathing motions. Eventually, we will exploit this 
simulation to reduce the acquisition frequency, where 
the information between two images will be provided by 
the simulation itself. 
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INTRODUCTION 
Robotic surgery has become a powerful tool for 

performing minimally invasive procedures, providing 
advantages in dexterity, precision, and 3D vision, over 
traditional surgery. One popular robotic system is the da 
Vinci surgical platform, which allows preoperative 
information to be incorporated into live procedures 
using Augmented Reality (AR). Scene depth estimation 
is a prerequisite for AR, as accurate registration requires 
3D correspondences between preoperative and 
intraoperative organ models. In the past decade, there 
has been much progress on depth estimation for surgical 
scenes, such as using monocular or binocular 
laparoscopes [1,2]. More recently, advances in deep 
learning have enabled depth estimation via 
Convolutional Neural Networks (CNNs) [3], but 
training requires a large image dataset with ground truth 
depths. Inspired by [4], we propose a deep learning 
framework for surgical scene depth estimation using 
self-supervision for scalable data acquisition. Our 
framework consists of an autoencoder for depth 
prediction, and a differentiable spatial transformer for 
training the autoencoder on stereo image pairs without 
ground truth depths. Validation was conducted on stereo 
videos collected in robotic partial nephrectomy. 

MATERIALS AND METHODS 
In this work, depth estimation is addressed by training 

a non-linear function in the form of an autoencoder, 
outputting per-pixel “inverse depth” (disparity) from a 
single RGB image. Given stereo image pairs along with 
intrinsic and extrinsic camera parameters, we formulate 
a self-supervised deep learning framework as shown in 
Fig.1. The autoencoder estimates the disparity map 𝐷! 
from image 𝐈!. This map is then transformed using a 
Spatial Transformer ST [5], along with image 𝐈! 
(counter-part of 𝐈! ), to reconstruct 𝐈!∗  via bilinear 
interpolation. Training the network then requires 
minimising the reconstruction errors between 𝐈! and 𝐈!∗. 

In this paper, two network architectures for depth 
estimation are investigated. The first (Fig.1a) is a basic 
depth estimation network, similar to [4], but modified 
using, DeConvNet [6] for the autoencoder. For efficient 
training, we keep the convolutional and deconvolutional 
layers of DeConvNet, and remove the fully connected  
 

 

 

 
Fig. 1 Self-supervised depth learning networks. (a) Basic 
architecture. (b) Siamese architecture. 
 
Table 1 Autoencoder architecture. Conv: convolution; 
Deconv: deconvolution; Pool: max pooling; Unpool: max 
unpooling; In: input channels; Out: output channels; K: kernel 
size; S: stride.  

Encoder Decoder 
Layer In/Out/K/S Layer In/Out/K/S 

conv1_1 3/64/3/1 unpool5 -/-/2/2 
conv1_2 64/64/3/1 deconv5_1 512/512/3/1 

pool1 -/-/2/2 deconv5_2 512/512/3/1 
conv2_1 64/128/3/1 deconv5_3 512/512/3/1 
conv2_2 128/128/3/1 unpool4 -/-/2/2 

pool2 -/-/2/2 deconv4_1 512/512/3/1 
conv3_1 128/256/3/1 deconv4_2 512/512/3/1 

conv_3_2 256/256/3/1 deconv4_3 512/256/3/1 
conv_3_3 256/256/3/1 unpool3 -/-/2/2 

pool3 -/-/2/2 deconv3_1 256/256/3/1 
conv4_1 256/512/3/1 deconv3_2 256/256/3/1 
conv4_2 512/512/3/1 deconv3_3 256/128/3/1 
conv4_3 512/512/3/1 unpool2 -/-/2/2 

pool4 -/-/2/2 deconv2_1 128/128/3/1 
conv5_1 512/512/3/1 deconv2_2 128/64/3/1 
conv5_2 512/512/3/1 unpool1 -/-/2/2 
conv5_3 512/512/3/1 deconv1_1 64/64/3/1 

pool5 -/-/2/2 deconv1_2 64/3/3/1 
conv6 512/512/3/1 conv0 3/1/3/1 

 
layers to reduce the number of parameters in the 
network. Batch normalisation and rectified linear units 
are added after each convolutional/deconvolutional 
layer, and a convolutional layer is included in the last 
layer to produce the per-pixel disparity map for a total 
of approximately 31,800,000 parameters (see Table 1).  
The loss function used for this basic architecture is 
based on the L1 reconstruction error: 

𝒍𝒍 =
𝟏
𝑵

𝐈𝒍 𝒊, 𝒋 − 𝐈𝒍
∗ 𝒊, 𝒋𝒊,𝒋 .   (1) 
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The second architecture is a Siamese network that 
performs depth estimation on both 𝐈!  and 𝐈!  images 
(Fig.1b). The two autoencoders have the same structure 
as the first architecture, but share the same weights 
during training. This architecture enables us to fully 
utilise the image dataset, and generalise the network 
model for both left and right cameras. The loss now is a 
combination of the outputs from an image pair, and 
includes the left-right disparity consistency: 

𝒍𝒐𝒔𝒔 = 𝜶𝒍𝒍𝒍 + 𝜶𝒓𝒍𝒓 + 𝜶𝒄𝒍𝒄.  (2) 

Here, 𝑙! is derived similarly as in Eq. 1. 𝛼! = 𝛼! = 0.5, 
and 𝛼! = 1.0 weight the individual losses, and 𝑙! is the 
disparity consistency loss: 

𝒍𝒄 =
𝟏
𝑵

𝑫𝒍 𝒊, 𝒋 − 𝑫𝒓 𝒊 + 𝑫𝒍 𝒊, 𝒋 , 𝒋𝒊,𝒋 .         (3) 

RESULTS 
Our depth learning networks were implemented using 

the Torch library on an HP 840 workstation (12 GB 
NVidia Titan X GPU). We trained both architectures on 
an in vivo dataset collected in a partial nephrectomy 
procedure performed using a da Vinci Si surgical 
system. Our dataset includes 20,000 stereo pairs of 
rectified images, which are randomly sampled over 11 
video sequences. The images are resized to 192×96-
pixel for efficient training on a GPU.  

The Adam optimiser [7] is adopted for loss 
minimisation. We trained both architectures with 40 
epochs on our training dataset. The learning rate was 
initialised to 10!! , and reduced by half for every 5 
epochs.  The batch sizes were 25 (for basic) and 16 (for 
Siamese), and the total training time were 
approximately 8 hours and 18 hours, respectively. The 
trained frameworks only require single image as the 
input, and take approximately 7ms in depth estimation 
on a 192×96-pixel image. 

For testing, we used a separate video sequence of 
3000 stereo pairs of images. We compared our Siamese 
architecture to the basic architecture, as well as two 
popular stereo matching approaches, ELAS [8] and SPS 
[9]. As ground truth depth labels are not available for 
our in vivo surgical data, we evaluate estimated 
disparity maps using Structural Similarity Index (SSI) 
[10] (instead of L1 for fair comparisons). For all 
approaches, SSIs (range of [0.0,1.0]) are calculated 
between every pair of 𝐈!  and 𝐈!∗, and 𝐈!  and 𝐈!∗   in the 
testing dataset. Table 2 lists the mean SSI accuracies of 
all approaches, which shows that the deep learning 
based approaches outperform the others, with the 
Siamese architecture achieving the best performance. 
Finally, example qualitative results of the basic and 
Siamese networks are presented in Fig. 2, which shows 
the Siamese network providing more consistent depth 
estimation than the basic network.  

DISCUSSION 
In this work, we have presented self-supervised 

learning frameworks for depth estimation in surgical 
images. We introduced a basic depth estimation network 
which  

 
Fig. 2 Example pairs of image results of the basic and Siamese 
network architectures. High intensity values indicate close 
distances to cameras. 
 
Table 2 SSI measures on image reconstruction quality based 
on estimated disparity maps. Higher means indicate better 
performance. 

Methods ELAS [8] SPS [9] Basic Siamese 
Mean SSI 0.473 0.547 0.555 0.604 
Std. SSI 0.079 0.092 0.106 0.066 

 
includes an autoencoder and a spatial transformer, and 
then extended this to a Siamese network which 
improves the model generalisability. Experiments 
conducted on in vivo videos collected during robotic 
surgery, showed that our approach performs accurate 
depth estimation, and outperforms standard stereo 
matching approaches. Our framework does not require 
known depth labels during training, and thus provides 
superior applicability to large-scale in vivo video 
processing where known depths are not available.  
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INTRODUCTION 

Endoscopy enables a number of important minimally 
invasive medical procedures. Current commercial 
flexible endoscopes with small diameter often have only 
one bending section near the tip with only one degree of 
freedom (DoF). This strongly limits the area that can be 
reached by the endoscope. Researchers have made many 
efforts to develop multi-DoF miniaturized robotic 
endoscopes that can be controlled in multiple bending 
sections and that still possess an overall size small 
enough to enter the body through a single-port [1]. 
Robotic endoscopes are normally actuated by tendons 
[2], pneumatics [3] or the rotation of concentric tubes 
[4]. In comparison to these tethered approaches, 
wireless actuation allows for more flexibility and easier 
miniaturization. 

Ultrasound is a promising way to transfer power 
wirelessly in vivo. Recently, we reported an active 
surface actuator that directly converts ultrasound power 
into mechanical work via acoustic streaming from an 
array of micro-bubbles [5]. Here, we apply such 
wireless actuators to a miniaturized robotic arm, which 
works as an endoscopic tip (Fig. 1). The active surfaces 
consisting of arrays of micro-bubbles are attached to the 
arm and generate streaming of the adjacent fluid under 
ultrasound excitation. The recoil force actuates the arm. 
Different bubble sizes are addressed by different 
ultrasound frequencies, thus multiple DoFs are realized 
by the arm and require only one tunable ultrasound 
source. 

MATERIALS AND METHODS 

The active surfaces were fabricated by 
photolithography, as described previously [5]. Briefly, 
the micro-cavity arrays were made of SU-8 photoresist 
(MicroChem) with the desired dimensions. Here, two 
kinds of cavity sizes with the same depth of 120 µm, but 
different diameters 30 µm and 50 µm are used (Fig. 2(b) 
and 2(c)). The surfaces were diced into suitable 
dimensions to fit on the robotic arms. 

A miniaturized robotic arm onto which the active 
surfaces were affixed was printed with VeroBlack 
material using a 3D printer (Objet 260 Connex, 
Stratasys). As shown in Fig. 2(a), the 3D-printed arm 
consists of three sections (with a cross-section of 2 mm 
× 2 mm and a length of ~5 mm) connected in series with 
two passive steel hinges (ϕ0.8 mm) in orthogonal 
direction. Active surfaces (2 mm × 4 mm) with different 

micro-cavity sizes were glued to two orthogonal 
surfaces onto the 1st arm section.  

The arm was tested in a customized ultrasound 
excitation apparatus (a water tank of 50 × 50 × 50 mm3 
with a piezoelectric disk ϕ50 mm × 3 mm). Two 
ultrasound frequencies, i.e. 52 kHz and 44 kHz, were 
used to address the two active surfaces with different 
bubble sizes (and bubble resonance frequencies), 
respectively. 

 
Fig. 1 Scheme of the miniaturized robotic arm. (a) The 
rotation of the 1st section of the arm is actuated by an “active 
surface” wireless actuator attached to the surface. (b) An 
enlarged view of the active surface, which consists of an array 
of microbubbles with controlled size. Under ultrasound 
excitation, the oscillation of the bubbles generates streaming 
in the fluid and the recoil force actuates the arm. 

 
Fig. 2 A 3D-printed miniaturized robotic arm, which consists 
of three sections connected by passive hinges. Active surfaces 
are attached to the surfaces on the 1st section to achieve two 
DoFs (a). Two SEM pictures of the active surfaces are shown. 
They consist of micro-holes with the same height 120 µm, but 
different diameters 30 µm (b) and 50 µm (c), respectively. 

10th Hamlyn Symposium on Medical Robotics 2017

29

FreeText
10.31256/HSMR2017.15



RESULTS 

As shown in Fig. 3, the 3D-printed mini-arm can 
achieve two rotational DoFs thanks to the two active 
surfaces. Fig. 3 shows the wireless actuation of the arm, 
which is held under water by tweezers through which no 
power is transmitted. The arm is powered wirelessly by 
ultrasound, and the piezoelectric transducer is at a 
distance of 30 mm from the arm. Once the mini-arm is 
submerged in water, air bubbles are sealed in the micro-
cavities on the active surfaces, as the surface is 
hydrophobic. The size of the micro-bubbles is 
determined by the cavity size, and corresponds to 
different acoustic resonant frequency, as we showed 
previously [5]. First, an ultrasound field of 44 kHz is 
applied and excites the bubbles of 50 µm in diameter, 
which causes ultrasonic streaming and thus propels both 
the 1st and 2nd sections causing a rotating to the left 
(shown as rotation ω in Fig. 3 (b)). When the ultrasound 
frequency is changed to 52 kHz, the second active 
surface with 30 µm bubble in diameter is activated, 
which results in the rotation φ of the 1st section (Fig. 3 
(c)). In this way, two rotational DoFs are realized with 
the arm. With more active surfaces attached on all four 
sides of the arm, it is in principle possible to achieve 
bidirectional rotations in two DoFs. 

 

 
Fig. 3 Snapshots from a video showing the 2 DoF wireless 
actuation of the 3D-printed miniaturized robotic arm. (a) The 
arm is held under water by tweezers and stays still without 
ultrasound. (b) Ultrasound excitation at 44 kHz excites the 
active surface for the 2nd section and causes a rotation ω, due 
to fluidic streaming. (c) Changing the ultrasound frequency to 
52 kHz results in the rotation φ of the 1st section. 

DISCUSSION 
We report a novel miniaturized robotic arm, which 

achieves two controlled DOFs under wireless actuation 
by ultrasound. The novel actuation mechanism reported 
herein is compatible with medical ultrasound, thus it has 
the potential to power miniaturized medical robots and 
endoscopes. Indeed, in addition to the demonstrated 3D-
printed mini-arm, a second arm consisting of two 
aluminum sections was implemented and provided with 
a miniaturized camera (1 mm × 1 mm × 1.85 mm, 
Naneye 2D sensor, Awaiba). Comparing this second 
arm with a commercial flexible endoscope, although the 
sealing and illumination have not yet been included in 
the system, the arm has an overall smaller size in both 
the lateral size and the bending radius (Fig. 4). These 
advantages will allow better coverage of the endoscope 
to hard-to-reach positions in the body as well as 
minimize the potential side-effect of the procedure. 
Future work will address these both in vitro and ex vivo. 
 

 Fig. 4 Comparison of a commercial flexible endoscope with 
the miniaturized robotic arm based endoscope constructed 
here. Both the lateral dimension of the endoscope and the 
bending radius are smaller in the constructed system. A 
miniaturized camera is attached to the tip of the active surface 
on the 1st section. 
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INTRODUCTION 
Force feedback in robotic Minimally Invasive Surgery 

(MIS) plays a very important role to increase the level 
of immersion that surgeons experience during surgical 
procedures. On the other hand, at present, there is no 
viable solution to produce cost-effective force sensors 
that could be mounted on surgical instruments before 
the surgical procedure and disposed of at the end of it. 
Furthermore, force sensors are generally not sufficiently 
robust to be reusable. In fact, the solutions proposed in 
literature often are featured with permanent sensors that 
could be damaged during the sterilization in the 
autoclave. For instance a high-resolution tactile sensor 
for surgical tweezers was developed in [1]. The sensor 
is fixed to the jaw and cannot be inserted or removed. 
Therefore, building a sensor is an additional cost that 
furthermore limits the instrument’s life. The aim of this 
work is to design a simple disposable force sensor that 
can be mounted on the tip of the surgical graspers of the 
surgical system presented in [2] and that can be 
produced with reduced cost and consequently disposed. 
Therefore the optimal sensor for the robotic instruments 
presented in this work would be an insert that clips onto 
the instrument’s jaws.  

MATERIALS AND METHODS 
The grasper’s jaw component is featured with a sensor 

slot and it is produced with Selective Laser Melting 
(SLM) of Stainless Steel (SS) 316, according to the 
findings in [3]. The force-sensing clips are built with 
Additive Manufacturing (AM) of plastic. This choice is 
based on the freedom of design and the high speed for 
the production of small components. In addition to this, 
a broad selection of prototyping materials is available 
and several of them are biocompatible. With regard to 
the sensing element, the requirement of reduced cost 
and simplicity led to the use of strain gauges; these also 
happen to be broadly used and covered abundantly in 
literature. Figure 1 shows the sensor clip mounted on 
the surgical grasper’s jaw and the main dimensions of 
the sensor clip and its strain gauge. As depicted in 
Figure 1, the sensor clip has a thickness of 0.8mm 
where the strain gauge is applied and can fit a 2 x 5mm 
strain gauge with value at rest. The sensor is glued to 
the top face of the plastic insert, which is inserted from 
the side of the jaw. When fully inserted, it reaches a 
hard limit and it is locked in position through a tight fit.  
The top part of the jaw is open, to allow the passage of 
the soldered wires to the sensor. After soldering, the 
wires are covered in epoxy glue to reinforce the 
connection and make it more durable once the glue 
hardened. 

 
 
Fig. 1: Above: picture of the force sensor mounted on a 
grasper’s jaw. Left: sensor clip disconnected and mounted on 
curved grasper’s jaws. Right: Main dimensions of the strain 
gauge and the clip. Elements: 1) jaw with sensor slot, 2) 
sensor clip, 3) strain gauge and 4) connection wires.  
 

The overall length of the sensor clip is 9mm and it is 
4mm wide at the largest point, which makes it a very 
compact and cost-effective component. FEM 
simulations were carried out for the optimization of the 
design of the clip sensor and the instrument’s jaw. The 
objective was to obtain a jaw that is robust enough to be 
used multiple times and sterilised, without hindering the 
resolution of the sensor when measuring limited forces. 
Simulations were carried out using a parametric solver 
to identify the optimal thickness for the jaw and for the 
plastic clip. The chosen thickness was 0.8mm for the 
plastic sensor clip and 0.6mm for the metal jaw. Figure 
2 shows the result for a 5N load applied at the tip of the 
jaw, with the load normal to the jaw’s grasping surface. 
To reduce the complexity of the simulation, some 
details like the grasping-teeth or the tendon holes were 
neglected. The inner surface of the hinge hole was used 
as fixed constraint, while the load was applied normally 
to the grasper position at about 9mm from the flat face 
of the jaw. Figure 2(a) shows the computed Von Mises 
Stress with the maximum value of about 40MPa 
generated in the thin wall of the jaw. Since this value is 
lower than the fatigue limit SS 316L, considered to be 
in the range 60-90 MPa, the jaw component should be 
robust enough for multiple uses. With regards to Figure 
2(b), the image displays the 3rd principal strain and its 
direction. The maximum value of the strain is about 
4 ∙ 10!!, which in relation to 120 Ohm at rest, it implies 
that under compression the final resistance value would 
be about 119.52 Ohm when a force of 5N is applied to 
the tip. If we plot the average value of the strain on the 
top surface of the clip for loads varying from 0 to 5N, 
we obtain the following curve shown in Fig. 3, which 
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can then also be related to the theoretical change in the 
strain gauge resistance value.   
 

 
 
Fig. 2: a) Graph of the Von Mises Stress results for a grasping 
force of 5N. b) Graph of the 3rd principal strain with arrows to 
indicate the direction of the strain. 

RESULTS AND DISCUSSION 
For the validation experiment, one jaw of the 

instrument, provided with sensing clip, was clamped in 
a vice. The resistance value of the strain gauge was 
measured for each load applied. Figure 3 shows the 
response measured for a tip load in the range of 0 to 5N. 
The response resulted to be closely approximated with a 
parabolic curve. The relative error between the averaged 
data measured and the parabolic reconstruction is shown 
to be within ±0.2N, with hysteresis about 5%, which 
could be sufficient for general tissue manipulation in 
most of the cases done with robotic MIS. On other hand 
this level of error probably would not be suitable for 
more delicate applications such as brain surgery, which 
would require an adaptation of the proposed design. The 
theoretical response of the sensor was obtained using 
the maximum strain from the FEM simulations to 
calculate the variation of resistance of the strain gauge, 
assuming that the same value was applied to the whole 
gauge surface. The curve was offset by 0.4 Ohm, since 
the initial point of the theoretical curve is 120 Ohm. The 
theoretical and the measured curves are fairly similar, 
with the difference that the prototype’s performance 
shows a parabolic behaviour, while the theoretical curve 
has a predominantly linear distribution, with a change of 
slope due to the interaction of two materials with 
different properties (Figure 3). One of the problems 
encountered during usage was that when connecting the 
sensor to the amplification circuit it was noticed that the 
sensor was affected with some drift and therefore it 
required to be reset when no load was present. This 
could be resolved by improving the overall quality of 
the manufacturing process, to achieve more repeatable 
properties, through the use of conductive ink printing 
directly on the sensor’s top surface and by 
compensating for thermal drift. 

 
 
Fig. 3: Top: Theoretical strain values for grasping loads in the 
range 0 to 5N. Bottom: Response of the force clip sensor with 
its parabolic response.  
 

Another limit of this design is that below 0.2N it is not 
possible to reconstruct the measured value, making this 
solution not viable for highly delicate procedures. One 
possible way to increase the resolution is to increase the 
sensing surface area. Furthermore, this would also 
sensibly reduce the assembly time while improving the 
resolution of the sensor. Another possibility is to 
prepare preformed structures that include carbon-based 
materials, such as nanoparticles, evenly distributed 
through the polymer matrix [4], to embed in the design 
to measure compressive forces to achieve force 
feedback.  
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INTRODUCTION 

Multiple insertion attempts are often required to reach 
sufficient targeting accuracy in needle based 
percutaneous pelvic interventions. Although 
intraoperative imaging is used to assist in these 
procedures, preplanned open-loop trajectories do not 
account for unmodeled needle deflection or target shift 
due to tissue deformation. For instance in prostate 
biopsy, excessive number of insertions per target leads 
to lengthened procedure time, increased cost, and 
unnecessary discomfort to the patient. 

Limiting the number of erroneous insertions can be 
accomplished through actuated compensation from the 
deviated insertion path. One approach to actively 
control needle path is by rotating a bevel-tipped needle 
during insertion. An overview of bevel tipped needle 
steering can be found in [1]. Coupled with real-time 
needle tracking, closed-loop steering can increase 
targeting accuracy by continuously updating bevel tip 
position. Our group has previously reported real-time 
scan plane control for closed-loop needle steering under 
multiplanar MR imaging [2], while another group 
demonstrated similar results using ultrasound [3].  

Using a robot to actuate needle insertion typically 
distances the clinician from patient interaction through 
teleoperation. Instead, a cooperatively controlled robotic 
system would require them to be at the procedure site, 
maintaining ultimate control while adding robotic 
accuracy to the final placement of the needle tip. In our 
case cooperative control is referred to as the direct 
robotic guidance of a tool that is also held and 
controlled by a user [4, 5].  

We introduce a robotic system configured for 
autonomous closed-loop needle steering during hands-
on cooperatively controlled robotic needle insertion. 
Needle placement is performed using a 6-DOF robotic 
system suitable for the MR environment. 

MATERIALS AND METHODS 
The experimental setup shown in Fig. 1 was built to 

demonstrate image-guided autonomous needle steering 
under cooperative control. The robot was fixed to an 
optical table along with a camera stage to serve as a 
proxy for multiplanar MR imaging. The 4-DOF base is 
a clinical system which aligns the needle guide in the 
2D insertion plane and has been used in clinical trials of 
MRI guided robot assisted prostate biopsy [7]. 

 
Fig. 1 Experimental setup. The rotation motor spins the 
clinical biopsy gun to position the bevel tip of the needle for 
closed-loop autonomous needle steering. The user applies an 
input force and forces on the needle are collected for 
continuous cooperatively controlled insertion. The cameras 
provide image feedback of needle tip position to track the 
needle tip in real-time.  

The 2-DOF needle driver collects user input and 
needle force, where the insertion velocity is a function 
of the two. This architecture was developed to target 
specific locations within a phantom, track the needle tip 
and continuously update rotational bevel location during 
cooperative needle insertion to steer towards the target. 
Regardless of imaging modality, the robotic system 
steers the needle based on closed-loop feedback of 
continuously updated target error. Coordinates of the 
moving needle tip are detected using the Farneback 
dense optical flow algorithm [8]. This calculation 
compares sequential video frames to find the magnitude 
and direction of motion for objects moving in a 
particular search region. The 3D needle tip position is 
calculated through stereo triangulation using paired 2D 
needle tip coordinates from each camera and projection 
matrices computed during initial camera calibration. 
Position error from the needle tip to target was 
calculated and transferred to the robot control system 
using OpenIGTLink (http://openigtlink.org/), an open 
network interface for image-guided therapy. Steering 
direction was determined by calculating the arctangent 
of the 2D insertion plane error. Once the robot reaches 
the target plane the 2D in-plane error is the metric by 
which targeting accuracy is assessed. 
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Fig. 2 An annotated still image from the side view camera 
during a targeted phantom insertion trial. Paired 2D tracking 
coordinates from the side and top view cameras are combined 
to continuously update the 3D angle and magnitude of position 
error from the needle tip to the target.  

RESULTS 
First we evaluated the accuracy of camera tracking 

with insertions into homogeneous transparent phantoms 
made from Versagel (Penreco, Karns City, PA, USA). A 
series of insertions of various known depths were 
performed and camera tracking of the needle tip was 
found to be within one pixel of camera resolution. 
Figure 2 shows a 2D still of the needle being tracked 
during an insertion trial from the side view camera, with 
phantom and camera location described in Fig. 1. 

Phantoms also made from Versagel were used in 
hands-on cooperatively controlled needle insertions 
with an MR visible Vitamin-E capsule molded in as a 
target, also seen in Fig. 2. Two needles were used for 
insertions, a clinical biopsy gun, Full-Auto Bx Gun 18G 
175mm from Invivo (Best, Netherlands), and a solid 
core 22 AWG bevel tipped nitinol needle. Figure 3 
shows two representative insertion trajectories using 
each needle: 1) target aligned insertion point trajectories 
using the biopsy gun typical in clinical cases, with no 
obstacles between the insertion and target points and 2) 
target misaligned insertion point trajectories showing 
the system is capable of reaching a target if there is an 
obstacle to avoid between the insertion and target 
points. 
 

DISCUSSION 
Insufficient targeting accuracy during percutaneous 

needle-based pelvic interventions results in multiple 
insertion attempts to reach a single target. Robotic 
needle placement using image-feedback can improve 
targeting accuracy, but often these devices employ 
teleoperation which removes the physician from the 
procedure site.  

 
Fig. 3 Hands-on cooperatively controlled needle tip insertion 
trajectories with autonomous closed-loop steering. The red 
and magenta trajectories correspond to aligned insertions with 
the biopsy gun while the green and blue trajectories 
correspond to misaligned insertions with the nitinol needle. 

Instead, sharing the workspace through hands-on 
cooperative insertion preserves the physician’s point of 
presence, maintains the traditional manual insertion 
surgical workflow and adds robotic accuracy. 

This 6-DOF robotic system is suitable for the MR 
environment and has previously performed cooperative 
controlled open-loop trajectory insertions inside the MR 
bore while showing an acceptable level of signal-to-
noise ratio. The autonomous closed-loop needle steering 
developed herein is based on a continuously updated 
target error accounting for both change in target position 
due to tissue deformation and unmodeled needle 
deflection, regardless of imaging modality. 
Furthermore, although a homogeneous phantom was 
used, the closed-loop control is robust to unmodeled 
error which would come from a layered phantom. As 
the needle passes through separate layers and deflects 
during transition, the system tracks the tip and 
repositions the bevel location to compensate for it. 

Trajectories using different sized needles were 
performed to demonstrate the broader capabilities of the 
system. In a clinical biopsy procedure the insertion 
point would be set to create a straight-line trajectory and 
active compensation could correct for deviations from 
this path. This is a realistic scenario for the 18 gauge 
needle on the biopsy gun, where the slotted needle and 
outer sheath have a limited radius of curvature. In the 
case of an enlarged prostate a suspicious lesion may lie 
behind the pubic arch where a straight-line trajectory 
cannot reach. Here a flexible needle capable of more 
aggressive steering is an option and the 22 gauge needle 
was used to show the system‘s capability of reaching 
these targets.  
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INTRODUCTION 
There has been a great deal of interest in single-port 

robot surgical systems based on their promise to reduce 
invasiveness by reducing the number of incisions 
needed to perform a surgical procedure. While reducing 
the number of incisions is a worthy goal, invasiveness is 
also a function of incision size. Some surgeons use 
needlescopic (< 3mm diameter) instruments to eliminate 
incisions and sutures all together.  However, the 
approach is limited by the low stiffness of small-
diameter tools [1]. 

In this paper, we present a system that addresses this 
problem by using needle-diameter tools, yet enabling 
them to grasp one another within the patient’s body to 
form parallel structures for greater stiffness (Fig. 1).  
The needles and flexible instruments (e.g., thin 
endoscopes, ablation probes, and other interventional 
instruments) grasp one another within a body cavity 
with snares as shown in Fig. 2.  The parallel structure 
formed by the needles can be maneuvered inside the 
body via coordinated motion of the needles’ bases 
outside the body using robot manipulators (Fig. 1). The 
snares can be released and retightened to reconfigure the 
needle structure into different topologies inside the body 
to satisfy changing task requirements.  This 
reconfigurable robotic multi-needle concept was first 
introduced in [2] with the motivating example of 
diagnostic palpation.   

Here, we address therapy delivery for the first time, 
performing a feasibility study on percutaneous thermal 
ablation of a partially deflated lung from within the 
pleural cavity. This is motivated by the high incidence 
of lung cancer, which kills more than 158,000 
Americans each year [3].  Percutaneous thermal ablation 
is a useful tool for treating inoperable lung tumors, but 
challenges remain with targeting, particularly in the 
typical case where multiple overlapping ablation zones 
are needed to fully cover the tumor.  Accurately 
targeting a lung tumor with needles is challenging due 
to needles’ tendency to unpredictably deflect along the 
insertion path. Small aiming misalignments can cause 
an ablation needle to entirely miss the desired target [4].  
These issues are compounded when attempting to 
overlap ablation zones since repositioning typically 
requires new transthoracic needle insertions.  To address 
this, we propose a thoracoscopic paradigm in which the 
lung is partially deflated to create an open cavity (i.e., 
the pleural space) for tools.  In this context, the multi-
needle concept can be viewed as a platform for 
dexterously maneuvering and re-aiming ablation 
needles from within the pleural space that facilitates 

greater ablator placement accuracy through a single set 
of thoracic entry points. 

This paper investigates the aiming dexterity and 
needle insertion stiffness of the multi-needle concept in 
this thoracoscopic setting.  We demonstrate dexterity 
with a mechanics-based simulation that directs an 
ablation probe through a trajectory in a patient’s chest.  
We experimentally demonstrate the ability of a multi-
needle structure to aim and insert a radiofrequency 
ablation probe into ex vivo chicken tissue.  This 
provides the first feasibility study of interventional 
capability in our new robotic paradigm that focuses on 
minimizing the size of individual ports rather than the 
number of ports. 

MATERIALS AND METHODS 
We fabricated a benchtop multi-needle system using 

superelastic Nitinol tubing (OD 1.78mm, ID 1.20mm). 
Through one of the needles, we inserted a snare made of 
braided Dyneema line. Through the other needle, we 
inserted a prototype RF ablation needle (OD 0.82mm).  
The ablation needle was created out of Nitinol and a 
Smith & Nephew Vulcan RF Generator was used for 
ablation experiments. The system was placed in static 
configurations using Noga articulated holders that will 
be replaced by robot manipulators in future work.   

Fig. 1:  A multi-needle system is assembled inside a body 
cavity and is maneuvered by manipulating the needles outside 
the body using robot manipulators.  The needles bend each 
other to produce coordinated motion inside the body. 

Fig. 2:  A multi-needle structure is assembled inside a body 
cavity using snares that form structural grasps when 
tightened.   The assembly of a two-needle structure is shown 
in three steps. 
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Assembly and Therapy Delivery: The multi-needle 
system was assembled by (1) inserting a snare needle 
with an open snare, (2) inserting a guide needle for the 
ablation probe and directing its tip into the open snare, 
(3) closing the snare, (4) delivering the ablator through 
the guide needle and into tissue, and (5) applying 
ablative energy.  The assembly process is illustrated in 
Fig. 2. 

Modeling: We investigate the dexterity of a two-
needle prototype in simulation using a mechanics-based 
model. The model inputs are the needles’ entry points 
into the body 𝒓! , their quaternion orientations 𝒒! at the 
entry points, and their insertion lengths 𝐿! into the body 
(the subscript 𝑖 ∈ 1,2  describes the needle in 
question).  The model outputs are the needles’ shape 
inside the body. 

The constituent needles of a multi-needle structure can 
be modeled as Cosserat rods with a state vector 𝒙! that 
propagates along the needles’ backbones in arc length 𝑠! 
according to the arc length derivative 𝒙!! as 
𝒙! = 𝒑!! 𝒒!!      𝒎!

! 𝒏!
! !

    and     𝒙!! = 𝒇 𝒙! , 𝑠! , 
respectively. The needles’ states are also functions of 
arc length 𝑠! and describe their position 𝒑! , quaternion 
orientation 𝒒!, internal moment 𝒎!, and internal force 
𝒏! . The arc length derivatives of the states are 
formulated into a multi-point boundary value problem 
that can be solved numerically to produce the structure’s 
shape [2]. 

RESULTS 
To illustrated the aiming dexterity of the benchtop 

multi-needle system, we used the model to simulate a 
trajectory where the tip of an ablation probe is 
commanded to follow a circular trajectory on the 
surface of a simulated lung while always pointing at a 
simulated lung tumor beneath the lung’s surface.  Three 
configurations from this trajectory are shown in Fig. 
3(a).  Such a trajectory could be useful for guiding an 
ablation needle to a lung nodule from multiple angles 
but through only two insertion points in the chest wall.  
This would be impossible with a single ablation needle 
on its own. 

To demonstrate tissue ablation, we constructed a 
benchtop experiment where an ablation needle was 
deployed through one of the parallel structure’s needles 

into a chicken breast, which is qualitatively comparable 
to the density of lung parenchyma (Fig. 3(b)).  Two 
insertions and ablations were performed with the multi-
needle structure arranged in two different configurations 
(one is shown in Fig. 3(b)).  This experiment indicates 
the feasibility of therapy delivery using a multi-needle 
system for the first time.   

DISCUSSION & CONCLUSION 
There is evidence that a thoracoscopic approach where 

the lung is deflated will enhance ablation effectiveness.  
For example, lung ablation is hindered by blood flow 
that convectively cools the ablation zone – this is 
reduced in deflated lung and results in larger ablation 
volumes [5].  Deflating lung can also increase safety.  
For example, ablating peripheral lung tumors risks 
incidental ablation of the sensitive mediastinum and 
chest wall.  Deflating the lung displaces nodules away 
from these areas, creating safe space for ablation [5].  
Further safety improvements are enabled by the multi-
needle concept’s potential for targeting multiple 
ablation sites through a single set of thoracic entry 
points, reducing the risk of painful damage to intercostal 
nerves. Future work will investigate these potential 
benefits in animal models. 

As a platform for percutaneously delivering needles 
through open cavities like the pleural space, the multi-
needle concept offers the potential for better aiming 
dexterity and enhanced stiffness over a single ablation 
needle on its own.  We anticipate these benefits will 
open the door to more effective ablation in the lung. 
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Fig. 3: (a) Simulation experiments demonstrate aiming dexterity by illustrating how the tip of the prototype multi-needle system 
can be maneuvered along a circular trajectory on a simulated lung surface while keeping it aimed at a subsurface lung nodule.  (b) 
The prototype multi-needle structure is sufficiently stiff to insert an ablation needle (c) into chicken breast for ablation tasks (d). 
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INTRODUCTION 
Soft robots fabricated from low modulus, compliant 

materials hold significant potential for medical device 
applications that warrant safe, synergistic interaction 
with humans. We have recently applied this technology 
to develop ventricular assistive devices (VADs) that can 
externally massage the failing heart [1][2]. In heart 
failure (HF), the heart cannot provide sufficient 
pumping support to meet the metabolic needs of the 
body. For patients in end-stage HF, impeller-based 
VADs can be implanted to supplement heart function. 
However, these devices are associated with 
complications including bleeding and thromboembolism 
as a result of blood clots that form on the non-biologic 
surfaces of the device. Direct cardiac compression 
devices are an alternative form of VAD which use an 
inflatable cuff positioned around the ventricles to apply 
compressive forces during systole. This allows 
augmentation of cardiac pumping function without the 
need to contact the blood directly [3]. Based on this 
principle, we developed a soft robotic sleeve that fits 
around the heart and emulates the native cardiac muscle 
motion in order to restore function to the failing heart 
[1]. Subsequently, we developed a wearable soft robotic 
device which could be mechanically coupled to the 
ventricles [2]. This work demonstrated that actuator 
synchronization and mechanical coupling to the heart 
are significant factors for augmenting cardiac output. 
Here, we report the use of this wearable soft robotic 
device [2] with additional in vivo data to demonstrate 
repeatable performance.  

MATERIALS AND METHODS 
Two pairs of soft actuators are wrapped around 

ventricles and contract when pressurized with air so as 
to apply compressive forces to the heart during systole 
(Fig. 1). The actuators can then be depressurized to 
relax in synchrony with the diastolic phase of the 
cardiac cycle. Our system makes use of the McKibben 
actuator design in which an inflatable bladder is placed 
within a braid to create an artificial muscle which 
contracts when pressurized. We designed the soft 
actuators to store elastic energy when contracting in 
systole. The actuators can then recoil back to an 
elongated state when depressurized during diastole. This 

function is achieved by placing an elastic rubber sleeve 
around the actuator braid. We mechanically couple the 
soft actuators to the heart using elasticated bands that 
are directly sutured around both ventricles. Since the 
actuators are coupled to the ventricles, they can apply 
traction forces during diastole which we hypothesize 
augments blood inflow.    

 
Fig. 1. The proposed soft robotic device: control schematic 
(left) and in vivo deployment showing the contracted actuator 
state during systole (right). 
 

Triggering of the device is achieved through a 
pressure-sensing catheter (Scisense, Transonics. Inc) 
placed in the left ventricle (LV) which detects the end of 
diastole. By placing the native heart hemodynamics in 
to the control loop, the soft robotic device can 
effectively react to fluctuations in heart rate (Fig. 1). 
This approach also forgoes the need for a pacemaker 
which can further diminish cardiac output. A real-time 
control system (cRIO, NI) and electro-pneumatic 
assembly is used to supply air and vacuum to the 
actuators in sync with the native cardiac cycle. Further 
details of our system are reported in [2]. We performed 
in vivo studies (n=2) to demonstrate repeatable 
performance of the soft robotic device with respect to 
aortic flow output and LV pressure. Studies were 
conducted with ethical approval from the Institutional 
Animal Care and Use Committee at Boston Children's 
Hospital. Swine (75kg) were instrumented with an 
aortic flow probe and pressure catheter within the left 
ventricle (LV). We measured LV pressure and aortic 
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flow at a baseline state before inducing acute HF. 
Esmolol, a cardio-selective beta blocker was then 
administered to reduce heart contractility and simulate 
HF conditions. We actuate the soft robotic device at 
10PSI and for a systolic duration of 45% of the cardiac 
cycle since our previous work [2] demonstrated greater 
cardi ac output at longer actuation periods during 
systole. We measured 10 consecutive cycles of end 
diastolic LV pressure, peak systolic LV pressure and 
aortic flow rate in each condition (baseline, HF, device 
actuating). A one-way ANOVA was used to assess 
significance between the conditions for each measured 
variable, with p<0.05 being considered statistically 
significant.  

RESULTS 
In acute HF, aortic flow rate and LV peak pressure 

were significantly reduced whilst end diastolic LV 
pressure increased, relative to the baseline readings. 
During device actuation, aortic flow rate and LV peak 
pressure significantly increased whereas end diastolic 
pressure reduced relative to HF conditions (all results 
are summarized in Table 1. and Fig. 2). Fig. 3. shows 
LV pressure profiles of animal 2 in each condition.   
 
 Baseline HF Device 
Animal 1 (Means)    
Aortic flow (L/min) 2.3 

 
1.3 

 
2.1 

 LVP peak (mmHg) 71.4 
 

49.8 
 

60.0 
 LVP end diastole (mmHg) 8.4 13.1 

 
11.3 

 Animal 2 (Means)    
Aortic flow (L/min) 2.4 

 
1.2 

 
2.2 

 LVP peak (mmHg) 66.9 
 

46.8 
 

60.3 
 LVP end diastole (mmHg) 6.0 

 
13.6 

 
10.1 

 Table 1. The measured cardiac output variables for animals 1 
and 2 at baseline, HF and with device support. 
 
 
 

DISCUSSION 
The results indicate that the wearable soft robotic 

device consistently improved cardiac function of the 
heart for both animals. In particular, the reduction in 
end diastolic LV pressure implies improved refilling of 
the ventricles which is important for sustaining long 
term cardiac output. The results are consistent with the 
augmentation in systolic and diastolic function from our 
previously reported in vivo data [2]. Future work will 
optimize the soft actuator design and coupling of the 
device to the ventricle walls to enable higher pressures 
to be generated during systole and further augmentation 
to ventricle refilling during diastole.  
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Fig. 2. (A, B) end diastolic LV pressures for animals 1 and 2, respectively. (C, D) peak systolic LV pressures for animals 1 and 
2, respectively. (E, F) aortic flow outputs for animals 1 and 2, respectively. *** denotes p<0.001 (ANOVA). Error bars are +/- 
standard deviation. 

Fig. 3. LV pressure and aortic flow profiles at baseline, 
HF and with the device assisting the heart, for animal 2.  
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INTRODUCTION 
Endoscopic transsphenoidal surgery (EETS) is a 

minimal invasive surgery for treating a pituitary tumor 
[1]. In EETS it is needed to insert the sinus surgical tool 
together with an endoscope through nasal cavity 
enlarging and passing nasal openings before removing 
the adenoma and it requires a skillful surgeon [1]. To 
remove the tissues and the soft bone in the surgical 
pathway surgeon normally uses an endoscopic visual 
feedback. During the EETS procedures, the surgeon 
requires a high skill of knowledge about anatomical 
structure but the conventional endoscope provides only 
2-D images. Determining the positions and orientation 
of surgical tools is depended only on surgeon’s 
experience. Fatigue from long-time surgery is also a 
reason for hand quiver and tiredness in surgeon [1],[2]. 
This research presents a new robotic system to assist in 
normal procedure of EETS as shown in fig.1.  A real-
time 3D navigation system is used in this proposed 
system, which is based on imaging technique with 
optical tracking occurring in the period before a surgical 
operation. The tracking system is used to develop a 
virtual endoscopy along with the surgical tool and 
provides a 3D model of the bone structure. The bone 
anatomy 3D model in the workspace is created by using 
CT pre-operative images [3]. The real-time surgical tool 
navigation along with virtual endoscope is provided by 
the optical tracking system along with the 3D model.  
 

 
Fig.  1 BART LAB EETS robotic platform in cadaveric 
experiment. 
 
This project is supported by the National Research University Grant 
through Mahidol University. The authors would like to thank 
Ramathibodi Hospital’s surgical staff and Mr. Nonthachai 
Suratriyanont for his master degree thesies work on a new robotic 
system to assist in normal procedure of EETS 

MATERIALS AND METHODS 
Motion analysis of a surgical tool is to a great extent 

in all the type Minimal Invasive Surgery. To design and 
develop a new robotic system for supporting in a 
surgery and also for a surgical tool navigation system 
study on tool motion is valuable [2]. During EETS the 
surgical tool motion data are collected using an optical 
tracking system. To estimate and collect the position of 
the markers during surgery, optical markers are attached 
with the surgical tools and computed using MATLAB 
program. The workspace and the motion behavior of 
surgical tools can be easily calculated using the 
collected motion data. Using a homogeneous 
transformation the tool’s position can be calculated 
from the marker to the tool tip [4]. The difference of 
patterns in markers can be identified using a set of 
passive markers and stereo camera. The position and 
orientation data of the object attached with the optical 
marker is recorded in 3-dimension. The commercial 
optical tracking system, Polaris® Vicra® system from 
Northern Digital Inc. is used during the experiment 
shown in fig. 2 [1] [4]. To estimate the motion of robot 
to deliver remote center of motion for the EETS 
procedures, a robot motion analysis experiment is 
carried out and to evaluate the robot system a 
commercial optical tracking system from NDI is used 
[1]. 

 
Fig.  2 Medical tool attached with optical marker. 

 There are numerous tools used during the EETS 
procedures. The main objective of this research is to 
develop a robotic surgical support system to hold an 
endoscope and a medical anatomize, guiding tools along 
the path of a planned surgery [4]. Perceiving the 
limitations and motion analysis of the surgical tools is 
important because it is needed for the design of a robot 
for its purpose. The position and orientation relationship 
between the tools attached to optical markers are 
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represented by using the homogeneous transformation 
matrixes. Using the tooltip calibration method the 
homogeneous transformation matrix from attached 
marker to the tip of the tool can be attained [1]. By 
applying the transformation shown below the 
homogeneous transform from optical marker attached at 
the end of the tool handle can be calculated. 
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RESULTS 
An optical marker was attached to the robot to 

collected tool pose controlled by the robot. A phantom 
was used to implement in the experiment. The 
representative of the nostril entrance made by the plastic 
cylindrical tube illustrated in fig. 3.   

 
Fig.  3 Robot attached with optical marker for the experiment. 

The horizontal plane was represented by another 
optical tracking system. Controlling algorithm is 
interfaced by using the joystick. MATLAB 
Programming was used to record instrument motion. 
The remote center of motion at nostril entrance must 
generate to create a mechanical constraint of the 
surgery. The experiment was executed to confirm that 
the tool moved with the constraint at the remote center 
of motion point [1] [4].  The position of the medical tool 
tip located at the phantom nostril entrance. The 
movement of the tool was controlled by a joystick and 
was recorded the motion during the experiment. The 3D 
plot in fig. 4 (a) represents the tool movement during 
the experiment time. While the red circle represents the 
medical tool tip, yellow circle perform as a center of 
motion point. And the color is indicating the time 
moment of the record.  From the result, the robot can 
perform tool movement under the constraint at the tool 
tip and yield the remote center of motion movement [1].  
To accumulate the tool movements during EETS a 
human cadaver-based experiment was conducted. The 
experiments were carried out in two steps the first step 
is to break and open the vomer bone and the surgical 
tool were inserted through the nostril. The second step is 
to open the sella bone to access pituitary and the 
surgical tool was inserted through sphenoid sinus. To 

estimate and record the position of the nostril before the 
surgery the medical dissector was used. 

 
Fig.  4 Robot motion with tool tip (a) at the RCM point (b) 
sagittal plane. 

 Fig 4. (b) & fig. 5 (a) - (b) shows the tool motion 
angle and number of angle in each plane used during the 
surgery. Fig 4 (b) & fig. 5 (a) - (b) represents the range 
of angle in a sagittal, coronal and transverse plane for 
moving a surgical tool. For sagittal plane angle the 
minimum angle at 33.4 degrees and the maximum angle 
of 89.72 degrees, 89.00-degree maximum angle with the 
least angle at 0.15 degree for the coronal plane and in 
transverse plane 89.91-degree maximum angle with the 
minimum angle at 45.77 degrees. By using the data 
from surgical tool angle histograms in each plane, we 
can estimate the most tool angle used during the surgery 
to determine the initial position of the robot. 

 
Fig.  5 Robot motion with tool tip (a) at the Coronal plane  (b) 
Transverse plane. 

DISCUSSION 
The 3D model of anatomy along with the optical 

tracking system and surgical tool the real-time 
navigation system can be recorded. To use the real-time 
navigation applications (image guided system, virtual 
endoscope etc.) during the surgery, 3D model and 
surgical tool attached with optical marker need a proper 
calibration. This research did not focus more on the 
calibration between optical navigation and 3D model of 
anatomy. Presently, there are various methods used for 
calibrating medical images to the patient during the 
surgery, for example fiducial mask calibration and laser 
calibration methods. Effective calibration method for 
EETS is desirable to be further investigated. 
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INTRODUCTION 
To improve and extend the use of the da Vinci 

Surgical System to applications such as neurosurgery or 
pediatric surgery, smaller instruments (<5 mm) are 
required [1], [2]. Notch-tube compliant mechanisms are 
one common approach used for manipulator 
miniaturization because of their monolithic nature. They 
are constructed by removing cut-outs from nitinol tubes, 
creating directional compliance, and are actuated by one 
or more tendons. An asymmetric notch, which is a cut-
out taken from one side of the tube that typically 
extends across the midline, has the advantage of sharper 
bending, lower tendon forces and is simpler to fabricate 
compared to symmetric notches [3]. Here, we present a 
new asymmetric notch wrist design capable of two 
degree-of-freedom (DOF) bending within a 2 mm shaft 
diameter, for use on the da Vinci Research Kit. The 
mechanism’s kinematics model is discussed and 
compared to experimental performance.  

MATERIALS AND METHODS 
The new wrist design is composed of asymmetric 

notches helically patterned onto a nitinol tube and 
positioned 120° apart, as seen in Fig. 1. Three cables, 
aligned with each cut side, are attached at the wrist’s 
distal end and are routed outside of the tube. These 
features provide decoupled articulation as each cable is 
positioned at the open side of one set of cuts and near 
the neutral bending plane of the other two cut sides. 
Cable-guides, made from small steel wire rings, hold the 
tendons in position on the tube’s outer wall. Table 1 
summarizes the device’s dimensions. Each notch can 
bend up to 30° and twelve notches were used in total to 
ensure the wrist bends >90° in every direction. The 
physical specimen, seen in Fig. 2, was cut on a benchtop 
CNC (Minitech Machinery, USA). A 2 mm diameter 
steel tube is added proximally to extend the joint and an 
end-effector has been added to the tip.  

 
Fig. 1 Tube cut pattern shown alongside full three cable 
assembly with cable-guide rings. 

Table 1 Tube cutting geometry and cable size 
Tube ID, OD 0.94, 1.37 mm 
Cut Width (h), Depth (g) 0.79, 1.17 mm 
Width between cuts (c) 0.34 mm 
Total Joint Length 13.3 mm 
Cable Diameter 0.14 mm 

 
Fig. 2 Actuated wrist assembled with end-effector. 

The kinematics of the wrist is based on the technique 
derived by York et al. for one DOF bending in-plane 
[3], but extended with modifications for our three cable, 
2-DOF bending mechanism, shown in Fig. 3. Here, a 
transformation 𝑇!"#$! for each of the asymmetric 
notches is calculated from a known tendon displacement 
Δl, where Δl can be directly mapped to a pair of 
constant curvature arc parameters (κ, s). Here, κ is the 
bending curvature of a single notch and s is its arc-
length at the tube’s midline. These parameters are 
related to the geometry of the notch, which includes the 
notch width h, the location of the notch’s neutral 
bending plane 𝑦 , and the distance from the tube’s 
midline to the actuation cable (in red) d. To extend the 
kinematics to three notches arranged in different 
bending planes, two additions have been made. First, 
the transformation Tc must account for a rotation of 
120° about the z-axis as well as an offset of c, the width 
between each notch. 

 
Fig. 3 Parameters defining the bending of an asymmetric 
notch. Curvature κ is solved based on small angle 
approximation.     s(θ)=sin(θ), c(θ)=cos(θ), s(120°)=sin(120°), 
c(120°)=cos(120°) 
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In the case of three notches stacked in three different 
planes, the transformation is:  
𝑇!!"#$! = 𝑇!𝑇!𝑇!𝑇!𝑇!𝑇! ,    where  𝑇! = 𝑇!"#$! ∆𝑙!  

Here, each cable is associated with a cable displacement 
∆𝑙! as well as the notch it aligns with. To calculate the 
mechanism’s overall transformation, accounting for all 
of the notches on the wrist, the transformation becomes:  

𝑇!"#$% = 𝑇!!"#$!! 
where n is the number of cuts in each direction. The 
model assumes that an overall cable displacement, 𝑛∆𝑙, 
contributes equally to the closing of all aligned notches.  

When the wrist is straight, all Δl are zero. When one 
cut side is actuated, the tube will bend with a shortening 
midline resulting in the other two cables becoming 
slack. To account for this behavior, a second addition to 
the kinematics model has been made. Assuming the 
cables follow a similar curve as the tube's midline, the 
“slack” ∆𝑙 required before seeing any deflection can be 
solved as:  

𝑠𝑙𝑎𝑐𝑘 = 𝑛 ℎ − 𝑠!"#  
 𝑠!"# = 𝑠(1 + κ 𝑑 sin 30° ) 

where scbl represents the length of the cables which are 
not being actuated to close the notch, as shown in Fig. 3. 
It can be seen that the path length of the cables to the 
right shorten when the cable on the left is actuated to 
bend the notch. Without this adjustment, the cables 
could be shortened with the expectation that it would 
deflect the joint but only slack would be removed. 

RESULTS 
To compare the kinematics model for this joint with the 
physical specimen, the wrist mechanism was 
incorporated into a da Vinci instrument base and 
controlled using the da Vinci Research Kit. A 6-DOF 
electromagnetic tracker (NDI Aurora, Canada), with an 
accuracy of 0.48 mm RMS, was positioned 4.5 mm 
distal to the end of the wrist joint to track the tip 
position of the wrist. Fig. 4 shows the intended 
trajectory of the wrist, where the dotted lines denote 
single cable bending and the solid lines denote two 
cable bending. The experimental data is overlaid, 
denoted by the red markers. The RMSE for all values is 
1.68 mm. Fig. 5 shows the comparative size of the tool 
with a grasper positioned within a brain model.  

DISCUSSION 
This work presents a new miniature notched tube joint 

design which is compact enough to articulate within the 
brain. An early comparison between the kinematic 
model and experimental data suggest reasonable 
agreement between the two for predicting the path of 
the wrist’s tip. Differences in the experimental data and 
the model are likely caused by manufacturing errors, 
sensing errors and the challenge of defining the actuator 
position associated with a cable displacement of zero.  

As described in the kinematics model, independent 
control of each cable is required. From previous work,  

 
Fig. 4 Experimental wrist tip position vs. kinematics model. 

 
Fig. 5 Tool with grasper positioned within a brain model. 

we have designed a base mechanism which can drive 
the three cables independently with only two actuators, 
assuming that only two cables are being actuated at any 
given time [4]. The work also explores the tendon force 
vs. angle as well as the force output of the wrist.   

Future work will involve conducting an in-depth 
analysis of the wrist’s position and orientation accuracy 
after incorporating the roll of the wrist along with the 
tool’s base mechanism.  A laser-cut tube specimen will 
be used for this analysis. The wrist’s range of motion 
and stiffness will also be optimized for a specific 
clinical task.  
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INTRODUCTION 
Minimally invasive surgery (MIS) has become widely 

used due to its clinical benefits compared with 
conventional open surgery. MIS patients tend to have 
less side-effect and trauma, and shorter recovery time. 
One of the major challenges in MIS is that the dexterity 
and the choice of actuators are greatly reduced due to 
the  smaller incisions and long and slim instruments. It 
therefore, motivates the development of tube-type 
instruments with variable stiffness that can have proper 
stiffness when they are introduced  into the human body 
and when they are manipulated inside the restricted 
space inside the body. 

A variable stiffness structure is required to adjust the 
perceived stiffness to meet needs imposed by a 
changing conditions in medical environments. Many 
different variable stiffness mechanisms have been 
studied: some mechanisms emloyed shape memory 
materials [1], fluidic flexible matrix composite [2], 
material anisotropy of structure, electro-bonded 
laminates [3], etc. However, the current variable 
stiffness mechanisms accompany complex structure 
which is hardly feasible under small dimension of inner 
body, or heat/electricity stimulus which is possibly 
harmful for medical usage. 

This research presents a novel safe and scalable 
variable stiffness mechansim using concentric 
anisotropic tubes.   The mechanism consists of two or 
more concentric tubes with  combination of rigid and 
compliant segments. The stiffness of the mechanism can 
be varied by relative translation and rotation between 
the concentric tubes. The load test at the distal tip was 
performed to measur the variation  of bending stiffness. 
The results show that the bending stiffness of the 
structure can be varied by simply sliding and rotating 
the two tubes. Therefore, the mechanism enhances the 
functionality of MIS tools without any complex 
actuators or bulky structures.  

MATERIALS AND METHODS 
The structure of the mehanism can be composed of 

two or more concentric tubes. The design parameters of 
each  tube are chosen to control the anisotropic material 
properties of the structure. The tube can be divided into 
the series of arc-shape units and the parameters 
determine the shape of the arc. Fig. 1 shows the design 
parameters—l1 and 12 stand for the length of the unit, θ 
for the angle of the arc unit, n for the number of units, 

and α and β for the type of material, whether rigid one 
or compliant one.  

In this research, we fabricated two types of the 
structure to examine variable stiffness mechanism. Type 
A has anisotropy  along longitudinal direction. Type B 
has anisotropy along both rotational and the longitudinal 
directions.  We set the design parameters as (l1, l2, n, θ) 
= (8mm, 3mm, 6, 360°) for type A, and (l1, l2, n, θ) = 
(10mm, 4mm, 5, 180°) for type B. The material 
selection, α and β, were determined as Fig. 2. The white 
segment refers rigid ‘verowhite material’ while the 
black segment refers compliant ‘tangoblack+ material.’ 
The outer diameter of the outer tube and the inner tube 
were 19.0mm and 13.5mm respectively (thickness: 
2.5T). The tubes were manufactured by Objet 260 
Connex 3D printer (resolution: 600dpi), Stratasys, USA.  
 

 
Fig. 1 Design parameters of each tube: (l1, l2, n, θ, α, β) 
 

 
Fig. 2 Type A and B set design parameters as (l1, l2, n, θ) = 
(8mm, 3mm, 6, 360°) and (10mm, 4mm, 5, 180°). The lower 
is the inner tube and the upper is the outer tube. 
 

There are two major ways to control the stiffness of 
the structure: relative rotational and translational 
movement between the tubes. For Type A, translating 
one tube from the other changes the bending stiffness of 
the structure as shown in Table 1. At the flexible state, 
each flexible segment of the inner tube exactly 
overlapped with that of the outer tube. At the rigide 
state, each flexible segment of the inner tube positions 
at the middle of rigid segment of the outer tube. The 
rigid segment of the outer tube holds the flexible 
segment of the inner tube from bending more. To 
change neighboring materials is the key to achieve 
variable stiffness in this structure. 
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Table 1 Reconfiguring the longitudinal phase difference  
 

Status Tube Configuration (by translation) 

Flexible 
State 

 

 
 

Rigid 
State 

 

 
 

 

 
 

Fig. 3 Rotational phase difference between the inner and the 
outer tube: 0° (left), 90° (middle) and 180° (left) to vary the 
bending stiffness of the sturcture.  
 

For Type B, rotating one tube from the other controls 
the stiffness, as shown in Fig. 3. —the rotational phase 
difference between the outer and inner tube is 0°, 90°, 
180° in this study. We performed the load test to 
evaluate the stiffness change according to the change of 
tube configuration as Table 1 and Figure 3. A weight 
was hung at the end of the tube and we measured the 
change of the vertical position change at the distal tip.   

RESULTS 
By translating the inner tube, the structure 

reconfigures from flexible state to rigid state. When a 
600g weight loads at the distal tip, the tip position 
lowers 33mm at the flexible state and 27mm at the rigid 
state as shown in Fig. 4. Red and black horizontal dot 
lines compare the distal point position each other. The 
result shows that the bending stiffness is 178N/m and 
218N/m respectively: the bending stiffness increases by 
22.2% when the inner tube translates relative to the 
outer tube from the flexible state to the rigid state in Fig. 4.  
 

 
Fig. 4 Bending experiment for longitudinal phase change. 
 

The bending stiffness also varies according to the 
rotational phase difference between tubes. Fig. 5 shows 
that the case of 0° phase is the most flexible, the case of 
180° phase is middle, and the case of phase 90° is the 
most rigid (refer Fig. 3 for rotational phase difference). 
In Table 2, it compares deflections and bending stiffness 
when 100g and 150g loads are applied to the strucutre 
with different rotational phase. The bending stiffness 
increased from 60.7 N/m to 163.3 N/m (about 2.7 
times). 

 
 

Fig. 5 Bending experiment for rotational phase change: 1st 
column: 0°, 2nd column: 90°, 3rd column: 180°.  
 

Table 2 Bending stiffness as rotational phase changes. 
 0° 90° 180° 

100g 17 mm 6 mm 9 mm 
150g 23 mm 9 mm 15 mm 

Bending Stiffness 60.7 N/m 163.3 N/m 103.4 N/m 
Rigidity Flexible Rigid Middle 

DISCUSSION 
The design of the concentric anisotropic tube structure 

enabled the variable stiffness mechanism by the 
combination of relative rotational and translational 
movement of the tubes. The mechanism does not 
require any bulky or complex auxiliaries so that it suits 
the restricted inner body circumstances. The mechanism 
is also scalable to adjust small dimension. It simply 
approaches to the desired range of stiffness (2.7 times in 
the experiment) by translating and rotating tubes each 
other. The authors currently work on the modeling the 
relationship between the relative rotation/translation of 
the tubes and the bending stiffness of the mechanism. 
Based on that, we will optimize the design parameters to 
satisfy operating conditions and required stiffness range. 
The mechanism is able to adopt other materials such as 
nitinol by creating anisotropy by patterning slits [4] 
instead of combining segments with different material 
property. Thus, it widens the scope of the functionality 
of tube robot for minimally invasive surgery.  
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INTRODUCTION 
Data systematically collected during robotic surgical 

interventions are not yet available for analysis, because 
of concerns about patients’ privacy and manufacturer’s 
trade secrets. To study what actions surgeons take 
during interventions, a possible approach it to simulate 
surgical tasks in a realistic setting. The availability of 
the da Vinci Research Kit (DVRK) makes this approach 
possible and, by addressing specific intervention steps 
or basic surgical actions, very rich data sets can be 
generated. The first step we took to analyze these data 
has been the evaluation of surgical skill and training 
progress of medical students in two specific contexts. 
The first was a short course to medical students who 
performed the same pick-and-place tasks on the DVRK 
and on a training simulator. The second context was 
training on a more complex procedure, i.e.. a micro 
anastomosis, carried out by a single student over many 
sessions. Our work follows the line of objective 
assessment of surgical skills [1] and aims at developing 
tools that will, eventually, also extract high level 
information, e.g. task structure and surgeon intention, 
from clinical data. 

MATERIALS AND METHODS 
Typically, data from simulations are used to assess the 

skill level of the person carrying out the tests. The 
Objective Structured Assessment of Technical Skills 
(OSATS) [1] is a validated tool that allows scoring the 
test results. The OSATS has been used in the Structured 
Assessment of Robotic Microsurgical Skills (SARMS) 
[2] and in the Fundamental of Skills of Robotic Surgery 
(FSRS) [3]. There also has been work on automatic 
estimation of OSATS scores from video data. Another 
useful form of information is surgical motion data. 
Because motion of teleoperated surgical robots reflects 
the motion of the operating human surgeon and because 
the robot senses its own kinematic variables, it is 
possible to acquire kinematic data from a teleoperated 
surgical robot that represent the motion data of the 
operating surgeon. However, clinical data is protected, 
as mentioned above, and it is not available for analysis. 
A sample set of laboratory data is available from 
Intuitive Surgical, Inc., and its academic partners at 
Johns Hopkins University, and is known as the 
JIGSAWS dataset [4]. It was acquired using the da 
Vinci’s API software interface. Another way to acquire 

such kinematic data is directly through the DVRK, 
which can be used in a laboratory setting [5]. In this 
paper, we use the robot data captured during training 
experiments at the ALTAIR laboratory in the University 
of Verona, Italy. The JIGSAWS dataset contains a 
handful of samples of a few surgical tasks and multi-
class skill labels of beginner, intermediate, and expert.  
However, those tasks are not challenging enough to 
provide an ideal research environment on skill 
assessment.  Furthermore, this data set does neither 
establish a correlation to training in a virtual 
environment, which is a more cost effective alternative 
to using the DVRK system, nor it allows following the 
learning progress of a trainee. To address the first point, 
we set up an experiment using the simulator developed 
by BBZ srl, and we involved a group of medical 
students taking an elective course in robotic surgery. 
Each student repeated a pick-and-place test on the 
simulator and on the DVRK. We divided the students in 
two groups: group A started with simulator and then 
moved to DVRK while group B did the inverse. The test 
consisted of positioning a set of letters in their correct 
template holes, as shown in Figure 1. To acquire a better 
understanding of the structure of a learning curve and its 
correlation within the temporal sequence of tests, our 
second experiment consisted of a complex training 
sequence carried out on the DVRK. The surgical 
procedure utilized was an end-to-end microvascular 
anastomosis performed on the Konnyaku/Shirataki 
phantom laboratory model [6]. This task consisted of 
surgically joining small (2.5 mm diameter) hollowed 
Japanese noodles using microsuture with robotic-

-----------------------------------  
* This research is partially supported by the Italian 
Ministry of Foreign Affairs and International Cooperation 
through the project ROBIOPSY of Italy-USA cooperation, 

 

 
Fig. 1: The pick-and-place task: virtual simulation on top 

and real setup on bottom 
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assistance under manual teleoperated control. The 
procedure was performed repeatedly by a single medical 
student as part of a training sequence, and thus reflects 
sequential progression along a learning curve.  

 
Fig. 2: Comparison of the TLX Workload in real robotic setup 
(left) and in simulated environment (right).  

 
Fig. 3: DVRK masters mean range of motions: dashed blue 
lines show the data, and solid red line its 3rd order poly-interp. 

RESULTS 
Considering the two experiments carried out, we 

collected nearly 75 hours of stereoscopic video at 30 
frames per second and 124-dimensional kinematic data 
including joint angles and joint velocities of all the 
robotics manipulators, along with some additional data.  
In the first experiment, the students repeated the same 
test in virtual and real conditions during two one-hour 
sessions. The mean number of test repetitions for each 
student was 5.8 ± 2.2.  The tests with the virtual and real 
surgical simulators showed the correlation between the 
experience with the virtual simulator and the execution 
of the tests with the DVRK. In Figure 2, we show the 
comparison of the workload for the two setups 
evaluated using the Nasa-TLX protocol [7]. We obtain 
comparable results even though the perceived workload 
in the simulated environment is higher than with the real 
robot. Group A, which performed the first test with the 
simulator and then with the DVRK, shows a lower 
workload as compared to Group B. This fact suggests 
that the two training have similar difficulty and that 
using the simulation before the real robot may ease 
learning, as shown also by other data collected (i.e. time 
required to complete the exercise, improved use of robot 
controls and range of motions). In the second 

experiment the student performed 42 consecutive 
executions of a DVRK-assisted micro anastomoses task. 
The dataset also includes annotations on the task phases 
and self-reported global rating scores using the SARMS 
rubric. The data, as well as the subjective evaluation, 
shows that the student successfully learned to perform 
the microsurgical anastomosis procedure. For example, 
Figure 3, shows the metrics “mean range of motions” 
[3] of the master side manipulators for each trial. The 
data show an evident reduction of this metrics, 
confirming the improved robot control due to learning. 

DISCUSSION 
As large data sets of robot assisted procedures become 

available, new methods must be developed to mine 
these data to extract useful information on task and 
human performance. We started experimenting with 
data generation and analysis by addressing the 
challenges of training in robotic surgery, with intra and 
inter-subject tests. The availability of high quality 
training data allows making more precise assessments 
of the trainee capabilities with respect to previously 
available data sets.   

The first test addressed training in virtual 
environments and with a real surgical robot, the DVRK, 
of a small group of medical students. This test will 
allow designing personalized curricula with remedial 
exercises to improve specific surgical skills. The large 
data set produced with the microsurgical training during 
end-to-end anastomosis tasks, consisted of motion data, 
video, and skill progression ratings and annotations. 
This data set provides a useful platform for research on 
automatic analysis and quantification of surgical skills.  
The datasets are a more realistic context than those 
currently available, and will support the development of 
automatic data segmentation and analysis methods for a 
possible implementation in clinical settings.  
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INTRODUCTION 

Overcoming small field of view of scopes is an 
important challenge in minimal invasive surgery (MIS). 
Efforts have been devoted in 3D soft-tissue construction 
and camera localization [1-2]. This paper proposes a 
robust strategy for simultaneous camera localization and 
dense reconstruction of deformable surfaces. To boost 
robustness, this paper proposes three strategies: (1) 
using a sequence of images collected from a stereo 
scope by considering uncertainty map; (2) filtering 
images with low intensity; (3) filtering depth by 
normals. According to our knowledge, this is the first 
paper tactifully utilize the objective function value from 
stereo estimation process as uncertainty map to enhance 
performance; results show that adopting greatly reduces 
depth estimation parameter adjustment efforts while still 
achieves good performance and preserves topological 
details. Experiments reveal that the proposed approach 
is convenient for dynamically rebuilding and visualizing 
the latest shape of soft-tissue to mitigate unnecessary 
tissue damages in MIS. The supplementary video is 
available at https://youtu.be/ZvQBBLzgfZQ 

METHODS 
The map management in our simultaneous localization 

and mapping (SLAM) framework is colored point 
cloud. After initializing the model with the first depth, 
we implement our SLAM framework in following steps: 

Raw depth estimation from stereo images. We 
followed previous work [2] by applying [3] to estimate 
raw depth from stereo scope. The difference is that no 
smoothing step is required because our SLAM possess 
the ability of fusing multiple noisy depth into a fine 
depth and noises resulted from depth estimation process 
could be compensated. 

Sparse key points extraction and matching. To 
enhance stability and avoid drift, we applied Dense 
SURF (Speeded Up Robust Features) method to 
generate sparse registrations between last state model to 
current observation in the form of key control points. 
This idea is realized by projecting last step model to 2D 
RGB map and run dense SURF with current observed 
2D RGB image. Value of energy function in [3] is 
recorded as depth quality evaluator. 

Warping field estimation based on dense and sparse 
registration. Similar to previous work [4-6], warping 
field for vertex deformation is defined as: 

𝑣𝑖 = 𝜔𝑗 𝑣𝑖 [𝐴𝑗 𝑣𝑖 − 𝑔𝑗 + 𝑔𝑗 + 𝑡𝑗]𝑘
𝑗=1   

where 𝑣𝑖 and 𝑣𝑖 are the transformed and original position 

 
Fig. 1 Deformable soft-tissue reconstruction framework. 

of the ith vertex, 𝑔𝑗 and 𝜔𝑗 𝑣𝑖  are the related neighbor 
node position and weight. 𝐴𝑗 and 𝑡𝑗 are the 3x3 matrix 
and translation vector of the node. Each node consists of 
4 neighboring nodes and these nodes are evenly 
downsampled. By setting distance and normal threshold 
to extract predicted visible points we estimate optimum 
𝐴𝑗  and 𝑡𝑗  of the nodes by minimizing the object 
function: 

argmin!!,!!…!!,!! 𝜔!"#𝐸!"# + 𝜔!"#𝐸!"# + 𝜔!"#𝐸!"# +
𝜔!"#𝐸!"#  

With four terms: Rotation (𝐸𝑟𝑜𝑡), Regularization (𝐸𝑟𝑒𝑔), 
back-projection data registration ( 𝐸𝑑𝑎𝑡 ) and 
correspondence (𝐸𝑐𝑜𝑟). 𝐸!"#  ensures the 𝐴𝑗  is close to 
SO(3) space. Term 𝐸!"# and 𝐸!"# are: 

𝐸!"# = 𝛼!"||𝐴! 𝑔! − 𝑔!!∈! ! + 𝑔! + 𝑡! −!
!!!

(𝑔! + 𝑡!) ||!  
𝐸𝑑𝑎𝑡 = Ω((𝑃(𝑣𝑖))(𝑛!(𝑃(𝑣!))

𝑇 𝑣𝑖 − γ 𝑃(𝑣!)
2𝑀

𝑖=1   

where 𝑁 𝑗  is the neighboring node set of node j. 𝑛! is 
the normal of 𝑣! . 𝑃(𝑣!) is the depth image projective 
function (3D point to 2D pixel) and γ(∙)  is the lift 
function (2D pixel to 3D point). Ω((𝑃(∙))  is the 
uncertainty map of depth estimated from stereo scope. 
𝐸!"# ensures the consistency of the neighboring node 
and as a constraint for as rigid as possible. 𝐸!"# ensures 
the model is deformed toward target depth. 
New data fusion. Deformed point cloud map is 
projected into 2D RGBD images and fused with new 
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RGBD observation if the new depth falls within the 
threshold of map. 

𝐷!!! 𝑃 𝑝 = 𝑝|𝑧𝝎 ! !!! ! !
𝝎 ! !!

  

𝝎 𝑝! = min (𝝎 𝑝!!! + 1,𝝎!"#)  

where 𝑝|! is the projected depth of a deformed map 
point 𝑝. 𝝎 𝑝  is the associated weight of the map point 
and 𝐷! is the current estimated depth. 

RESULTS AND DISCUSSION 
The proposed approach is validated by stereo video 

datasets provided by the Hamlyn Centre for Robotic 
Surgery [7]. Two Ex-vivo validation datasets with 

ground truth taken from associated CT scans are tested 
(Fig.2). Comparing with ground truth, workflow with 
our robust approach achieves estimation results with 
average errors as 0.28mm and 0.09mm, respectively, 
which outperforms the non-robust approach (average 
errors 0.35mm and 0.12mm). 

We also tested the proposed approach on two in-vivo 
experiments (Fig. 3). More details are preserved due to 
our strategy of not smoothing depth map but 
implementing weighted average fusion for generating 
depth more naturally. In the initial steps the model is 
coarse and fragmented while model becomes smoother 
when fusing new depth. This is due to the fact that 
fusion allows more information to confirm the topology 
on the surface of the model. 

 
    Fig. 2 Ex-vivo validation with the Hamlyn validation dataset. Frame 2, 30, 100, 200 

 
    Fig. 3 In-vivo validation with the Hamlyn validation dataset. Frame 2, 30, 100, 300, 500.
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INTRODUCTION 

The local excision of lesions from within the rectal 
lumen using surgical platforms such as the Wolf ‘Trans-
anal Endoscopic Microsurgery’ (TEM) system [1] offers 
a more stable and reliable method, as well as a much 
less invasive alternative for excising large benign 
lesions relative to radical excision of the rectum from 
within the pelvis via anterior or abdominoperineal 
excision. One challenge of the TEM surgery is to 
manipulate a heavy instrument set (~2kg) including a 
rectoscope, surgical port, endoscope and two 
laparoscopic instruments. The current clinical solution 
is to apply an articulated metal arm attached to the port 
that the surgeon can lock/unlock via a rotating knob. 
This is both inaccurate and time consuming, as the 
surgeon has to hold the instrument set in one hand while 
repeatedly loosening/tightening the lock with the other. 
Several endoscope holding devices have been 
developed, such as [2], however none of them has the 
payload over 2kg within a sufficient workspace. We 
have developed a lightweight robotic arm, named the 
Hamlyn Lightweight Robot Arm, for transanal 
microsurgery in order to help surgeons to position the 
port and its whole instrument set in an intuitive way. 
The versatile design of the arm allows it to be used for 
other procedures such as ENT surgery as well. 
Compared to the conventional supporting accessary, i.e. 
Martin‘s Arm [3], and other endoscope-holders [4], the 
Hamlyn arm is ergonomically intuitive to operate with 
larger payload, greater stiffness and weight 
compensation. Four human cases have been 
accomplished and the results show that the surgeon 
benefits from instant tool positioning, sufficient 
adjustment during lumen observation and firm tool 
locking.  
MATERIALS AND METHODS 

Figure 1 illustrates the mechanical structure of the 
Hamlyn Arm and its intuitive operation set up. The arm 
comprises of a mechanical support arm designed to 
clamp onto a compatible operating table. The Wolf™ 
TEM Port or other instruments can be fitted to the end 
of the device for use with conventional transanal 
surgery tools such as Wolf™ TEM tools with associated 
endoscopic equipment. It is designed with six joints to 
provide a large range of positioning movement. 

The arm is electrically powered from a mains outlet 
through a 24V AC/DC power adaptor. The power 
supply controls electro-magnets at each of the device’s 
joints, locking the joints in place when the control 

handle is released. For safety, two buttons are designed 
on the handle and the arm is activated only if  

Figure 1: Overview and operation of a Hamlyn 
Lightweight Robot Arm.  

both buttons are pressed. A counter balance weight is 
used so that the weight of the port and the arm is not a 
burden to the surgeon when manipulating the arm.  The 
arm is passively controlled and has no power 
consumption when it is locked so that it is safe to 
power-failure. The maximum payload of arm is 5kg and 
the stiffness is 0.4mm/kg in normal TEM configuration 
as shown in Figure 1. The arm has been fully tested to 
comply EN 60601-1 standard and is granted as a CE-
marked Class-I medical device in 2015.   

Prior to each procedure, the arm is mounted on the end 
of the operating table. During the procedure, the 
surgeon first mounts the Wolf™ TEM Port and an 
endoscopic camera on the arm and then inserts them 
into the patient’s rectal lumen by manipulating the 
support arm and observing through the endoscope. 
During the insertion, the surgeon can pause and observe 
from time to time by locking the arm. When the port is 
in place, the surgeon can then insert the TEM 
instrument tools to perform the operation as required. 
The arm can be repositioned at any time during the 
surgery in order to obtain a better view of the lumen or 
to adjust the port’s orientation for a convenient tissue 
manipulation. The transit time between locking and 
unlocking the arm is instant and less than 7ms. Due to 
the instant locking and high stiffness of the arm, the 
surgeon can achieve a “what you see is what you get 
(WYSIWYG)” result from positioning the port.  
To assess the performance of the robotic arm, several 
factors including setup and procedure time were 
measured. During the operation, videos of the operating 
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theatre and the endoscope feed were recorded. A 
feedback form was completed by the surgeon after the 
operation. 

 
Figure 2: In vivo human trial of the Hamlyn Robot Arm.  
 
RESULTS 

Table 1 provides the results from the four human 
studies in chronological order. One was a full TEM case 
including visual rectal examination, polyp excision and 
cloure via suturing. Two included visual rectal 
examinations and biopsy for potential TEM operations. 
One was a visual rectal examination only to judge 
whether a TEM procedure or a abdominoperineal 
procedure was suitable for the patient. 

The setup of the robot arm was timed from its 
unboxing until securely mounting to the operating table. 
The mounting time included docking the TEM port on 
the arm, connecting the endoscope and the camera 
system, and draping the whole arm. The adjustment 
time was measured covering a brief arm test and 
checking all connections prior the insertion. The 
activation time was the total manipulating time of the 
arm during the entire operation from the port insertion 
until finishing the operation. It only counted the time 
when the arm was activated. The activation count was 
the total manipulation number during the entire 
operation.  

The whole operation was divided into three stages, i.e. 
Stage I, examination, from inserting the port into the 
rectum to start the examination until starting the main 
procedure; Stage II, main procedure such as the biopsy 
or excision; and Stage III, post-procedure assessment, 
i.e. to check the outcome of the main procedure. These 
stages were timed and the activation of the arm was 
counted. 

The average setup of the arm was 58s and the average 
mounting time was 55s. The adjustment period was long 
in the first trial (82s) but decreased quickly in the 

following trials. The mean time was 34s. The arm’s 
activation time was over 120s with an average of about 
20s per activation in the 1st and 4th trial. The main 
reason was that the arm helped in Stage I for 
examination and choosing the optimal place for a 
biopsy. In the 2nd and 3rd trial, the arm was activated 
briefly each time with average of 7s per activation. In  
Stage II of both biopsy cases, there was no arm 
activation as the operation was straightforward. In 
contrast, the arm was moved 5 times in Stage II of 2nd 
trial in which the surgeon had to adjust the arm for a 
more complex operation including excision and 
suturing.  

 
Table 1: Statistics of the Hamlyn Robot Arm in 
human trials 

Trial 
No. 

Procedure Setup/mounting/ 
Adjustment/activation 
time,/activation count 

*Duration in 
Operation 
I/II/III (count of 
arm activation) 

1 Examination 
and Biopsy 

56s/62s/82s/124s/5 
 

150(5)/201/7s 
 

2 TEM, 
excision of 
polyp 

61s/55s/22s/44s/7 187(2)/2061(5)/5s 

3 Examination 
before 
laparoscopy 

60s/52s/15s/22s/3 
 

195s(3)/NA/NA 
 

4 Examination 
and biopsy 

55s/50s/17s/191s/9 753(8)/248/6(1)s 

Notes: *Duration: I, visual rectal examination; II, main 
procedure; III, post-procedure assessment. 
 
DISCUSSION 

The human studies show the performance advantage 
for the surgeon to position the port or adjust the 
endoscope both intuitively and instantly. Regarding the 
written feedback, the surgeon regard the arm as “steady, 
resilient and intuitive” compared to the Martin’s arm. 
The WYSIWYG is the most salient feature as the robot 
arm can achieve submillimeter pointing accuracy 
between activating and locking stage, while the Martin’s 
arm can drift over 10mm even when locked. All these 
features demonstrate the practical value of the device in 
routine surgical environments.   
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INTRODUCTION 

In abdominal surgery, intra-operative bleeding is one 
of the major complications that affect the outcome of 
minimally invasive surgical procedures, even when 
performed with a robotic system. One of the causes is 
attributed to accidental damages to vessels, and one of 
the possible risk factors falls on surgeon’s skills [1].  

Computer-assisted technologies coupled with surgical 
robotic systems can enhance surgeons’ capabilities by 
providing additional information regarding the surgical 
gestures. The intra-operative identification of vessels to 
be preserved has been explored using pre-operative 
information registered on the patient and visualized by 
means of Augmented Reality (AR) [2]. However, this 
approach has to deal with dynamic changes of the 
anatomy between the data acquisition phase and the 
surgical procedure. In order to update the pre-
operative/intra-operative registration at run-time, image-
based stereo reconstruction and tracking algorithms can 
be exploited to describe the tissue deformations [3]. 
Although such computer vision algorithms have 
achieved considerable performance, what is still missing 
is their integration into a surgical robotic system, 
providing (i) high accuracy, (ii) long-term robustness in 
difficult circumstances (field of view occlusion, 
presence of blood or smoke, sudden camera 
movements), (iii) adaptation to various changes of the 
environment or of the object itself and (iv) real-time 
processing. 

This paper presents an Enhanced Vision System to 
Improve Safety in Robotic Surgery (EnViSoRS) by 
warning the surgeon in case an instrument is 
approaching a delicate area to be protected. This area, 
also defined Safety Area (SA), can be intra-operatively 
identified by the surgeon on the image. A tracking 
algorithm is used to robustly track the SA, and 
consequently, the tissue surface is reconstructed. The 
3D information is used to identify a Safety Volume 
(SV) fitted around the reconstructed tissue surface. AR 
is used to visualize at run-time the SV projected on the 
image and to display the tissue-instrument distance. The 
system has been integrated into the da Vinci Research 
Kit (dVRK, provided by WPI and Johns Hopkins 
University) to validate its usability under realistic 
conditions. 

MATERIALS AND METHODS 
An overview of EnViSoRS integrated in the dVRK is 

shown in Fig. 1. The framework consists of five main 

steps, which are described in the following paragraphs. 
 

 
Fig. 1 EnViSoRS system: Enhanced Vision System to 
improve Safety in Robotic Surgery integrated into dVRK 
system (WPI and Johns Hopkins University). From the 
console the surgeon can (i) select the SA using a stylus and a 
graphics tablet, (ii) see the SV overlaid on the images, and (iii) 
see a graphical gauge warning about the tissue-instruments 
distance. 

Step 1: Read Images  
In this state, image left and right are captured, the 

distortion is corrected and the images are rectified in 
order to facilitate the search for stereo correspondence 
of the 3D reconstruction method. Specular highlights 
are also identified as bright regions with low saturation 
and high intensity to prevent errors in feature tracking 
and 3D reconstruction computation.  
Step 2: Safety Area Definition  

The SA is a 2D polygon that can be defined by the 
surgeon on the image at any moment of the surgery. A 
digital drawing tablet with stylus (WACOM Bamboo 
Pen and Touch Tablet) was placed on one side of the da 
VinciTM master console, allowing the surgeons to 
perform this operation while they are seated, viewing 
the images from the stereo-endoscope. 
Step 3: Tissue Tracking 

The Long-Term Safety Area Tracking (LT-SAT) 
algorithm [4] is used to robustly track the SA when (i) 
the endoscopic camera is moved by the surgeon to 
navigate the operating field, (ii) the tissues are moving 
or deforming, or (iii) the field of view is occluded by 
instruments or smoke. The algorithm combines an 
optical flow technique with a tracking-by-detection 
approach to improve the robustness against failures. A 
Bayesian inference-based approach is used to detect 
tracking failures and a Model Update Strategy (MUpS) 
is exploited to improve the SA redetection after a 
failure. This project has received funding from the European Union’s 

Horizon 2020 research and innovation programme under 
grant agreement No. H2020-ICT-2016- 732515. 

10th Hamlyn Symposium on Medical Robotics 2017

51

FreeText
10.31256/HSMR2017.26



Step 4: Tissue 3D Reconstruction 
A dense soft tissue stereo-reconstruction algorithm [5] 

is used to retrieve the 3D surface of the tissue contained 
in the SA. To reduce the computational time, the 
tracked SA is used as a prior for the coarse 
identification of the area of the image to reconstruct. A 
pixel-based foreground-background segmentation is 
used to discard the 3D points laying on the background. 
The algorithm is based on a block matching approach, 
exploiting a non-parametric Census transform to make 
the stereo-matching robust to illumination variations. 
The density of the reconstructed surface is improved by 
using Simple Linear Iterative Clustering (SLIC) super 
pixel during the disparity refinement. With respect to 
the previous implementation, a novel strategy is 
proposed to smooth the point cloud. The disparity image 
is considered as a 2D Laplace equation problem. The 
disparity values on the super pixel contours are 
considered as the Dirichlet boundary conditions and the 
remaining as the initial conditions. The Gauss-Seidel 
method with red and black ordering is used to solve the 
equations. 
Step 5: Safety Augmentation 

The aim of this state is (i) to visualize the projection of 
the SV fitting the reconstructed surface of the SA, and 
(ii) to warn the surgeon when the robotic instruments 
are approaching the tissue surface. The SV is computed 
as an ellipsoid fitted on the point cloud and its 2D 
projection is displayed on the image by means of AR. In 
order to know the distance between the end-effector of 
the instruments and the reconstructed surface, spatial 
neighbor search based on octree structure is used. If the 
distance is inside the range ∆!!"#, the surgeon is visually 
warned through a gauge located in the top-right corner 
of the image, as shown in Fig. 2.  

RESULTS 
To validate the robustness and usability of EnViSoRS, 

experimental trials were performed involving 14 
subjects and 3 surgeons specialized in robotic surgery in 
urology. The task they performed consisted in tele-
operating the da Vinci arms to move a piece of tissue 
from one side of a liver phantom to another and then 
moving it back, paying attention to keep a certain 
distance from a vessel positioned in the middle of the 
operating field, as shown in Fig. 2. Each subject 
performed 2 sessions, respectively with and without 
EnViSoRS; for each session the task was repeated 2 
times. The operating field used was a previously 
developed phantom of human abdomen [6].  

The robustness of the system was evaluated verifying 
the overlap between the SV projected on the image as 
AR and the SA visible in the image. The precision and 
recall curves, computed varying the overlap ratio 
threshold, gave an Area Under the Curve (AUC) of 
0.898 and 0.932, respectively. The usability of 
EnViSoRS was evaluated asking the subjects to fill the 
System Usability Scale (SUS) questionnaire, which 
allows the evaluation of surgical technology in terms of 
general usability. Results showed a higher global score 

using EnViSoRS w.r.t. using the standard da Vinci 
system without AR feedback (79.21 vs 74.74 in the 
range 0 − 100 ). The performance in terms of 
computational time showed an average frame rate 
between 2.5fps to 4fps. 

DISCUSSION 
This paper demonstrates the high robustness, usability 

and interactive frame rate of EnViSoRS, a computer 
vision framework aimed at improving the safety during 
robotic minimally invasive surgery. The added value of 
this work is the integration of EnViSoRS with dVRK 
system, showing the application into a state-of-the art 
robotic surgical system, thus shortening the distance to a 
future real clinical application of the technology. Future 
work will aim at improving the system under different 
aspects: (i) defining active constraints by using haptic 
feedback to guide the surgical gesture, (ii) exploring 
different modalities to define the SA and represent the 
AR information, and (iii) speeding up the computation 
time, exploiting CPU-GPU processing. 
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Fig. 2 Example of AR visualization. From left to right, three 
different situations showing (i) the instruments performing the 
surgery in the safe green range, (i) the right instrument 
approaching the delicate area, (iii) the left instrument almost 
touching the vessel surface and the gauge completely red. 
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INTRODUCTION 
Gastric cancer is the second highest cause of cancer 

related death in low- and middle-income countries 
(LMIC). Rural areas of LMIC lack in screening 
capabilities due to the high cost associated to maintain 
an endoscopy unit or similar specialized department.  

The early diagnosis of gastric cancer is proved to 
increase the probability of survival [1].  

Upper endoscopy (UE) is the preferred screening 
method, where detection of asymptomatic gastric cancer 
or premalignant lesions is possible by using a flexible 
endoscope with a steerable tip.  

In order to facilitate the screening procedure in LMIC, 
a disposable endoscope could provide a more 
convenient and accessible screening option.  

Soft continuum robotic solutions are getting attention 
in the medical field thanks to their ability to pan and tilt 
-yielding visualization similar to traditional endoscope– 
while being more compliant, hence reducing the risk of 
traumatic tissue interaction [2].  

In this abstract, we evaluate the performance in terms 
of stiffness and range of motion of a parallel bellow 
actuated (PBA) manipulator [3] with two different 
diameters: PBA_14 and PBA_28. The former (14 mm 
diameter) is suitable for endoscopic application while 
the latter (28 mm diameter) has been chosen for 
scalability consideration of PBA and comparison to a 
silicon moulded soft continuum robot (STIFF FLOP) 
[4], which at its current stage, has similar dimensions. 

MATERIALS AND METHODS 
By using inexpensive material (3D printed parts, 

Objet30, Stratasys, Israel) and off-the-shelf bellows 
(Rubberstore, USA), PBA_28 and PBA_14 are 
assembled within minutes by arranging the three 
bellows at the vertex of an equilateral triangle (Fig. 1).  
The PBA diameter is dictated by the bellow outside 
diameter. The system is actuated using air by manually 
operating a set of syringes and locking them once a 

desired configuration is achieved. In order to test the 
stiffness of the manipulator, we tested both PBAs in 4 
different configurations, as represented in Fig. 2. 

 
Fig. 1 (left) Schematic cross section of the PBA. (centre) 
PBA_14 assembled: bellow BC 2305 (Nitrile; E_1 = 3 MPA, 
$4.58 each) and 3D printed tip and base ($1.36). (right) 
PBA_28 assembled: bellow BS 5070 (EPDM; E_2 = 16.49 
Mpa, $1.97 each) and 3D printed tip and base ($3.11). 
 

In all the scenarios, the PBA under investigation was 
anchored against gravity and a load cell (ATI Nano17, 
ATI Industrial Automation, USA), mounted on a robotic 
manipulator (Mitsubishi RV-6S, Japan), was moved 
linearly along the x axis (see Fig. 2) in a range 0-9.5 
mm (with a 0.5 mm increment step) 3 times per test. 

 
Fig. 2: Experimental set up for stiffness analysis of PBA_28. 
Test A: axial stiffness test when bent by 90ᵒ, Test B refers to 
the lateral stiffness when bent by 90ᵒ, Test C refers to the 
lateral stiffness when straight and depressurized, and Test D 
refers to lateral stiffness when straight and pressurized.  

The range of motion analysis of both PBAs was 
instead performed tracking base and tip positions while 
recording the pressure in each bellow (p1, p2, p3). The 
position was acquired using a magnetic tracker (Aurora, 
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NDI, Canada) and placing one 6 DoF sensor at the base 
and one at the tip of the bellow.  

Pressures were acquired via dry pressure sensors 
(24PCCFB6G, Honeywell, USA) along each bellow’s 
line. Three scenarios were investigated starting from a 
fully retracted configuration (Home in Fig. 3, initial -13 
kPa pressure in each bellow). In each scenario, the 
motion – gradual increase and decrease in pressure – 
was performed for five times.  

 
Fig 3. Range of motion analysis set up with PBA_28. Scenario 
1: Single-bellow actuation to describe the tilting angle α = 
f(p1); Scenario 2: Two-bellow actuation to determine the 
tilting angle β = g(p1,p2) s.t. p1=p2; Scenario 3: Three-bellow 
actuation to obtain the base-to-tip distance ε = h(p1,p2,p3) s.t. 
p1 = p2 = p3.  

RESULTS 
We define σ as the ratio between the two experimental 

stiffness values (K_PBA_14/K_PBA_28) of the manipulators 
and compare it to Σ defined as the ratio between the 
young moduli of the two bellow materials (E_1/E_2). 
For each trial, we calculated average stiffness [N/cm] 
and the relative hysteresis (as ratio between the area 
defined by the loading and unloading curve over the 
area identified by the loading curve only), shown in 
parenthesis [%].  
 

Table 1: Stiffness experimental results 
Test K_PBA_14 K_ PBA_28 σ Σ 

A 0.8103 (25.84) 1.869 (49.53) 0.433 0.181 
B 0.3741 (50.41) 0.4505(56.11) 0.830 0.181 
C 0.0631 (18.55) 0.3125(32.03) 0.202 0.181 
D 0.1815 (24.90) 0.9737(33.03) 0.186 0.181 

 

The relationships between pressure to tilt angles (α, β) 
and base-to-tip distance (ε), as depicted in Fig. 4, are 
non linear and, for negative pressures, they are less 
repeatable (higher standard deviation) due to bellows’ 
contraction and subsequent vibration. PBA_14’s motion 
occurs mainly with positive input pressure, while 
PBA_28 tilts and elongates more within the negative 
pressure range. PBA_14 is able to exceed 90ᵒ in both 
tilting directions (αmax = 107ᵒ; βmax = 94ᵒ), while 
PBA_28 is not (αmax = 87ᵒ; βmax = 81ᵒ). It is worth 
mentioning that PBA_14, undergoes ballooning (radial 
and axial expansion) at high-pressure due to a softer 
rubber. This allows it to reach a wider workspace. 
PBA_14 almost double its length when equally 
pressurized while PBA_28 elongates 10 mm. The two 
transfer functions for the angular displacement, f(p) and 
g(p), are not the same since pressures are not 
independent from each other. This relates to the fact that 
in scenario 2, two actuators overcome the stiffness of 
one bellow, while in scenario 1, the single bellow 
overcomes the stiffness of two other bellows. This is 
true for both PBA prototypes.   

 
Fig. 4: Experimental results for range of motion analysis.  

DISCUSSION 
STIFF FLOP is a silicone (Ecoflex® 00-50, E_3 = 

0.08 MPa) continuum manipulator that relies on 
pressurizing three couples of fiber reinforced chambers. 
Its size is comparable to PBA_28 and its range of 
motion is similar to what obtainable with the PBAs, but 
the pressures range from 0 kPa to 140 kPa. From a 
stiffness standpoint, STIFF FLOP outperform PBA_28 
in test A (+30%), B (+66%), and C (+322%), but 
resulted -44% less stiff when elongated (Test D).  

Test C and D reflect the fundamental difference of the 
two concepts: when all chambers are pressurized, STIFF 
FLOP elongates and decreases in diameter which cause 
reduced stiffness; PBAs elongates too, but the bellows 
interact with each other enhancing the manipulator 
ability to resist higher forces at the tip. 

The large motion, compliance, ease of assembly and 
low cost, make PBA_14 a favourable candidate as 
steerable section for novel endoscopes.   

Moving forward, other fluidic actuation means (water, 
granular material) will be investigated to increase the 
manipulator’s stiffness.  
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INTRODUCTION 

The ability to maintain attention and concentration 
when operating under high-pressure conditions is 
critical in order to maintain performance and protect the 
safety of patients. 

 
The prefrontal cortex is integral to executive function 

and plays an important role in attention, concentration 
and performance monitoring1. However, literature from 
other fields suggests that stressful conditions leads to a 
loss of prefrontal activation and a deterioration in task 
performance2, 3. 

 
The aim of this study was to determine the effect of 

time pressure on prefrontal activation, using an 
autoregressive method to solve the general linear model 
(GLM), and technical performance during a 
laparoscopic suturing task.  

MATERIALS & METHODS 
33 general surgery trainees (ST3-Post-CCT fellow) 

were asked to perform a laparoscopic suturing task 
under (1) ‘self-paced’ conditions, in which subjects 
were permitted to take as long as require to tie each 
knot, and (2) ‘time pressure’ conditions, in which a time 
limit of 2 minutes per knot was imposed. Participants 
were required to tie 5 interrupted knots in each 
condition, with an inter-trial rest period of 30 seconds. 
Subjective workload was measured using the validated 
Surgical Task Load Index (SURG-TLX) questionnaire. 
Prefrontal activation responses were inferred from 
changes in cortical haemoglobin species, measured 
using a 24-channel functional near-infrared 
spectroscopy system (ETG-4000, Hitachi Medical 
Corp., Japan). Technical performance was assess using 
task progression scores (au), error scores (mm), leak 
volumes (ml), and knot tensile strengths (N). 

 
Anatomical Co-registration: The geometric 

configuration of the probes placed bilaterally on the 
PFC was co-registered to a standard head volume 
(Colin27 MRI atlas4) in order to establish the 
approximate prefrontal regions from which data was 
collected. Co-registration was performed using an open 
source toolbox5. Probe coordinates were captured using 
a 3D digitizer and were used to project the channel 
locations onto a cortical surface. Sensitivity of each 
channel in terms of depth of brain tissue that near-

infrared light could penetrate was estimated by 
modelling photon migration within the head volume. 
 

General Linear Model (GLM): The haemodynamic 
response to the functional stimulus was analysed using a 
boxcar function, designed on the basis of timeline and 
type of stimulus events. A linear model of an evoked 
response is given as Y=Xβ, where X is the design 
matrix, and β is the estimate of the magnitude of brain 
activity. A limited number of coefficients (β) are used to 
enable statistical testing of differences in brain activity 
between different task conditions. An iteratively 
whitened weighted least-squares regression model along 
with canonical repressors of the stimulus task was 
employed to estimate the expected response as 
described by Barker et al6. 

RESULTS 
Subjective Workload and Heart Rate 

Subjective workload was significantly greater in the 
time pressure compared to the self-paced condition 
[mean SURG-TLX score ± SD: 136.6 ± 47.0 vs 183.4 ± 
51.8; t(30) = -7.3, paired samples t-test p<0.001]. There 
was no significant difference between conditions in the 
change in heart rate from rest to task (Figure 1). 
 
Technical Performance 

Time pressure led to a significant deterioration in task 
progression score [median task progression score (IQR): 
self-paced = 6.0 (0.2) vs time pressure = 5.0 (1.6); z=-
4.5, Wilcoxon Signed Ranks p<0.001], and a significant 
increase in error score [median error score (IQR): self-
paced = 2.0 (2.2) mm vs time pressure = 3.0 (2.2) mm; 
z=-2.0, Wilcoxon Signed Ranks p=0.041], leak volume 
[mean leak volume ± SD: self-paced = 17.4 ± 2.0 ml vs 
time pressure = 18.8 ± 2.5 ml; t(30) = -3.1, paired 
samples t test p=0.004], and knot tensile strength [mean 
knot tensile strength ± SD: self-paced = 40.4 ± 17.3N vs 
time pressure = 18.5 ± 19.0N; t(30) = 5.2, paired 
samples t test p<0.001] (Figure 1). 
 
Cortical Brain Function 

The mixed–effect model revealed diminished 
prefrontal activation in the time pressure condition as 
compared to the self-paced condition on the group level 
for the cohort of surgical trainees.  This is evident in 
Figure 2, where the colour of the channels (straight lines 
connecting the optodes) depicts t-values computed using 
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a student’s t-test with a Bonferroni correction (p<0.05). 
The non- significant channels are shown using dotted 
lines.  
 

Relative to self-paced performance, operating under 
time pressure, manifest as a 40% decline in activation.  

DISCUSSION 
Our findings suggest intra-operative temporal 

demands lead to performance decline and attenuation in 
prefrontal excitation. This implies that under pressure 
trainees fail to adequately recruit prefrontal resources 
and maintain task engagement. Future work should seek 
to develop training strategies and/or innovations (e.g. 
metacognition/mental rehearsal) that mobilise prefrontal 
regions, enhance task engagement and improve 
surgeons’ performance under pressure. 
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Figure 1.  Normalised subjective workload, change in heart 
rate and performance scores in self-paced (blue bars) and time 
pressure (red bars) conditions. SURG-TLX: Surgical Task 
Load Index; HR: Heart Rate. *p<0.05.  

Figure 2.  Whole group brain activation maps obtained using 
the GLM for (a) self-paced and (b) time pressure condition. 
Channels are highlighted using colour coded straight lines 
joining a source-detector pair. The colour bar is indicative of 
the t-values (red indicates high t-value, whilst blue indicates 
low t-values). Non-siginificant channels are shown as dotted 
lines.     
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INTRODUCTION 

Laparoscopes are commonly used in minimally invasive 
surgery (MIS) for visualizing surgical site. Along with 
other long shafted tools and articulated robots, these 
instruments crowd at access port. This limits triangulation 
and visualization. While there are endoscopes with 
articulated joints or rotatable prism to expand field of 
view, loss of triangulation and instruments fencing are 
still hurdles in MIS, particularly in laparoendoscopic 
single site (LESS) surgery. A potential solution is 
magnetic anchoring and guidance system (MAGS) 
proposed by Cadeduu et al [1]. Instruments are liberated 
from the access constraint and maneuvered in the surgical 
cavity via magnetic linkages. Various MAGS (retractor, 
cauterizer etc.) had been developed [2, 3]. Among these, 
MAGS endoscope had seen much research interest. 
However, all current MAGS endoscopes are fabricated 
with rigid components, and on-board motors are often 
required for local camera viewing direction control [4, 5]. 
These render the system heavier, less compact, and 
tedious in assembly and fabrication. Recent advances in 
soft robotics highlight benefits of lightweight, 
compactness, and safety. In light of this, we designed and 
fabricated a soft MAGS endoscope targeted for MIS 
application. Guided by permanent magnets, the endoscope 
can achieve anchoring, steering, and local camera 
maneuvering, without micromotors or articulated joints. 
We then proved its feasibility through ex-vivo tests. Some 
preliminary discussioin of this concept was published in 
[6, 7]. 

MATERIALS AND METHODS 
The soft MAGS is composed of an internal unit, and an 

external controller. Internal unit contains the camera, and 
is inserted into surgical cavity. External controller moves 
outside patient’s body to guide endoscope maneuver. 

The internal unit is a continuous piece of silicone with 
two embedded internal permanent magnets (IPMs). It 
consists of three functional parts. A top cavity includes an 
upper magnet (UIPM, diameter 10mm; height 5mm), and 
has interior diameter greater than UIPM dimension, 
allowing ±4mm radial sliding of magnet. The middle joint 
is a compliant beam with a bending section (2mm length; 
4mm diameter) connecting top cavity to lower parts. The 
lower suction cup has one open end. This allows insertion 
of a lower magnet (LIPM, diameter 15mm; height 
1.5mm) and a capsule camera. Fig. 1a, b. 

The external controller contains an external permanent 
magnet (EPM, diameter 28mm; height 10mm). A copper 
screw connects the EPM to a rack-pinion mechanism, 
mounted on a rotatable case (diameter 60mm). As such, 
position of EPM can be adjusted manually in radial and 
circular directions. 

  
Fig. 1. (a) Schematic diagram of soft MAGS endoscope. (b) 
Free body diagram of IPMs. Mmag: Moment from magnetic force 
(Fmag); Mbend: middle soft joint bending moment; Mw: moment 
load from camera weight (Fw). (c) internal unit prototype (d) 
Camera pitch & locomotion sequence 

While the internal unit is anchored to the external 
controller, UIPM follows motion of EPM. By adjusting 
position of EPM, UIPM moves within top cavity, 
attracting LIPM sideways so that their coupling force 
bends the middle joint. This generates pitch adjustment of 
camera viewing angle. (See Fig. 1c). Likewise, circular 
motion of EPM drives yaw of endoscope. Since LIPM is 
tilted to greater extend when UIPM is further from top 
cavity center (Δd), camera pitch angle (Δθ) can be 
controlled by EPM position. As such, the middle joint 
bends in all directions to change endoscope viewing angle 
locally. 

When EPM guides UIPM further (Δd ≥4mm), UIPM 
eventually reaches and pushes cavity boundary. This 
allows magnetic driven locomotion of endoscope. 

 
Fig. 2.(a) Schematic diagram and (b) Photograph of ex-vivo 
experiment setup 

Prototypes of internal unit were fabricated by silicone 
casting in 3d printed mold pieces, at maximum diameter 
22mm (top cavity) and weight 16.5g. Benchtop test and 
ex-vivo tests are performed to examine performances.  
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In Benchtop test, endsocope is anchored across 25mm 
thick wood plate. EPM is moved to examine the steering 
of the endoscope, i.e., pitch and yaw. To investigate safe 
operation range, internal unit locomotion (speed 20mm/s) 
guided by external controller is tested at increasing 
coupling range (20 to 50mm, 5mm increments). 
Maximum coupling distance without drop-off was 
recorded. 

In ex-vivo test, a pig rib sample (length 18cm; width 
15cm; arc height 8cm) is suspended by two parallel ropes. 
The sample arcs upwards, with sample membrane intact , 
and internal unit prototype is anchored beneath. This 
mimics operation environment in MIS. The experimental 
setup is illustrated in Fig. 2.  

Two sets of ex-vivo tests are carried out to evaluate local 
view angle control and system locomotion. First, position 
of external controller is secured by a flexible gooseneck 
stand. EPM motion is controlled by rack-pinion 
mechanism. Bending of middle joint, and camera pitch of 
internal unit is observed. For the second test, external 
cotroller is steered manually on rib sample, guiding 
translation of internal unit parallel or normal to rib bone 
direction. 

 
Fig. 3. Benchtop experiment snapshots. (a) Pitch (b) Yaw 

 
Fig. 4. Ex-vivo tests snapshots. (a) Camera pitch adjustment (b) 
Translation parallel to rib. Front unit; (c) Rear unit. (d) 
Translation normal to rib. 

RESULTS 
Images captured during both tests are shown in Fig. 3 

and 4. In benchtop test, local control of camera view is 
stable at angular pitch speed 15o/s, and angular yaw speed 
22.5o/s. Steered at speed 20mm/s, the endoscope operates 
without loss of anchoring at maximum coupling range of 
45mm. 

For ex-vivo tests, stable camera pitch is observed. At 
tissue thickness 20-28mm, sliding parallel to rib bone 
direction is smooth and secure at 15mm/s. Steering 
normal to rib direction is secure at 20mm/s. Although 
compliance of medium and rib grooves introduce 
complexity in anchoring surface, failure of anchor did not 
occur. Minor wobbling of middle joint was observed, 
possibly due to fluctuation in coupling distance. Such 
instability quickly subsides (≤2s) once locomotion 
paused. 

Placing another pair of soft MAGS prototype on the rib 
sample, 6 cm from tested prototype, show no crosstalk 
effect on system performance. This reveals the potential 
in using multiple soft MAGS endoscope simultaneously, 
thus allow exhaustive visualization of surgical targets. 
Table 1. Comparison of soft MAGS endsocope to other MAGS. 
Systems On-board 

motor 
Assembly 

free 
Weight 

 

Classic MAGS 
camera [1] N Y 35g 

 

Modular MAGS 
platform [4] Y Y 

48g 
Frame 
only 

 

Local magnetic 
actuation (LMA) 

camera [5] 
Y Y 20g 

 

Soft MAGS 
endoscope N N 16.5g 

DISCUSSION 
We presented a novel soft MAGS endoscope. The 

internal unit is a single piece of silicone embedded with 
two IPMs. Driven purely by magnetic linkage, the 
endoscope can achieve stable view direction control (local 
pitch and yaw), and system locomotion. Performance was 
evaluated in lab and ex-vivo environments, proving 
feasibility of design concept. Potential of operating 
multiple soft MAGS without crosstalk was also 
demonstrated. Compared to other MAGS endoscopes, 
soft MAGS is free of on-board motors, lightweight, more 
compact, easy to fabricate, and intrinsically safe. See 
table 1. 
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INTRODUCTION 

Deploying redundant, snake like robots enables ac-
cessing deep seated and confined surgical workspaces 
through natural orifices [1]. However, safe and effective 
navigation of these robots is a challenging task due to 
their increased complexity and unintuitive kinematics. 
Inverse kinematic solutions [2] and guidance schemes 
based on path plans have been introduced [3]. However, 
local inverse kinematic solutions, may not provide satis-
factory results in complex situations due to local mini-
ma. Path-planning approaches, provide the operator 
with a solution to manoeuvre from an initial pose to a 
target pose, however the operator’s influence on the 
shape of the trajectory is limited. This paper introduces 
a complementary technique to inverse kinematics and 
path planning. Visual cues are provided to inform the 
operator about the robot capabilities and to enable the 
user to make informed decisions on the trajectory. The-
se cues are based on dexterity maps suitable for redun-
dant robots and calculated on-line, and on the operator’s 
demand.  

DEXTERITY FOR REDUNDANT ROBOTS 
Dexterity maps have been a common representation to 

determine the capabilities of robotic manipulators, with 
𝑛!  degrees-of-freedom (DoF) in a 𝑛! -DoF task-space 
[4]. Common measurements, such as the manipulability 
(ℳ), or the inverse conditional number (𝒞), are based 
of the end-effector Jacobian (𝑱): 
 ℳ = |𝑱 𝑱!  | = 𝜎!

!!
!!!  , (1) 

 𝒞 = !!"#
!!"#

 , (2) 

where 𝜎 denotes the singular values obtained from a 
singular-value decomposition (SVD) of 𝑱 . However, 
these measurements, do not consider constraints, e.g. 
joint-limits, self-collision, obstacles, robotic systems 
need to account for. To account for joint limits (𝑞!,!"#, 
𝑞!,!"#) a penalization term was introduced in [5]: 
 

𝒫! = 1 − exp 𝜅!
𝑞! − 𝑞!,!"# 𝑞! − 𝑞!,!"#

𝑞!,!"# − 𝑞!,!"#
!

!!

!!!
, (3) 

where 𝜅! is scaling-factor governing the shape of the 
penalization function between the neutral position and 
the two limits. To ensure that the penalization term in (3) 
spans the interval [0,1] the equation was modified to 𝒫! 
as: 

 

The dexterity is then calculated as: 

However, this penalization term does not account for 
the capabilities of redundant robots which can fully 
compensate with the remaining joints for a lost DoF in 
joint-space. To address this [4] proposed an approach in 
which a multitude (2!!) of local Jacobians is calculated 
representing possible directions of motion. The dexteri-
ty measure is evaluated by calculating the overall in-
verse conditional number (𝒞 ) of all 𝑛! ∙ 2!!  singular 
values. However, this approach is not suitable for on-
line computation of dexterity maps since, performing 
2!! SVD’s is computationally expensive. Therefore, an 
alternative approach is presented in which the Jacobians 
columns (𝒋!) are individually penalized with: 

such that the constrained Jacobian columns are calculat-
ed as: 

which leads to the dexterity measure (𝒟ℛ) for redundant 
robots: 

It is noted that further constraints can be applied to the 
columns as in (7). A comparison of 𝒟ℛ and 𝒟 is depict-
ed in Fig. 1. The figure demonstrates how the two dif-
ferent measurements perform, when applied to a planar 

 

𝒫! =

1 − exp 𝜅!
4 𝑞! − 𝑞!,!"# 𝑞! − 𝑞!,!"#

𝑞!,!"# − 𝑞!,!"#
!

!!
!!!

1 − exp 𝜅!
, 

(4) 

 𝒟 = 𝒫! ℳ (5) 

 

𝓅!
! =

1 − exp 𝜅!
4 𝑞! − 𝑞!,!"# 𝑞! − 𝑞!,!"#

𝑞!,!"# − 𝑞!,!"#
!

1 − exp 𝜅!
, 

(6) 

 𝒋!! = 𝒋𝑖 𝓅!
! , (7) 

 
𝒟ℛ = |𝑱𝒄 𝑱𝒄!  |, (8) 

 Fig. 1: Left: Comparison of global redundancy considering 
dexterity 𝒟ℛ

𝒢  and standard dexterity 𝒟𝒢. Right: local dexterity 
measure 𝒟ℛℒ ,𝒟ℒ  for a planar robot in 3DoF task-space, in 
which warmer colours represent higher dexterity. 
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robot with 𝑛! ∈ [3,6] and 𝑛! = 3. The global dexterity 
𝒟𝒢 is calculated by sampling over the entire joint-space, 
the local 𝒟ℒ dexterity is computed by sampling a ±20∘ 
neighbourhood for every joint based on the depicted 
configuration. The dexterity (𝒟𝒱) of the respective pixel 
(2D) or voxel (3D) 𝑖, 𝑗, 𝑘  , with indexes 𝑖, 𝑗, 𝑘, is cal-
culated as: 

where 𝑥 𝑞!  is the end-effector position of a configura-
tion with joint values 𝑞!. Both measures show the same 
result for the non-redundant manipulator in the top row 
of Fig. 1. With increasing redundancy the difference 
increases showing that high-dexterity spreads further to 
the edges of the workspace when using the 𝒟ℛ  measure. 
For local sampling the difference becomes even more 
apparent and 𝒟ℒ shows uniformly low dexterity meas-
ure. In contrast 𝒟ℛℒ is taking the compensating capabili-
ties of the redundant manipulator into account. To rap-
idly compute a dexterity map a multi-threaded Monte-
Carlo sampling is performed. 

IMPLEMENATION DETAILS FOR MULTI-
THREADED WORKSPACE SAMPLING 

The sampling is performed using multiple threads 
which independently generate random configurations 
within the joint-limits to compute the dexterity measure. 
In a multi-threaded environment it is necessary to syn-
chronize access to shared resources. Here the shared 
resources is the dexterity workspace 𝒟𝒱  which is ac-
cessed by all threads. A standard technique is to use 
mutexes to lock the resource during access. However, 
with increasing thread-count the competition for access-
ing 𝒟𝒱 increases resulting in a saturation of computa-
tion speed. To avoid this issue the 3-D workspace is 
represented as an axis-aligned bounding box 
(AABB) 𝒟𝒱 ∈  ℤ!! 

!×!! 
! ×!! 

!
. Every cell in 𝒟𝒱 could be 

protected by an individual mutex, which would lead to a 
memory overhead. Instead a smaller mutex tensor 
𝑀! ∈  ℤ!! 

!"×!! 
!"×!! 

!"   is chosen. When accessing a cell 
in 𝒟𝒱 at the index (𝑖, 𝑗, 𝑘) the index to lock a mutex ten-
sor (𝑖!", 𝑗!", 𝑘!") is computed as: 

where 𝑚𝑜𝑑 is the modulo function. Therefore, access to 
the cells is synchronized and neighbouring voxels are 
synchronized with different mutexes. This ensures that 
regions in the workspace which are accessed with high 
frequency are protected by different mutexes. 

SIMULATION RESULTS 
The proposed method was applied in simulation to a 

surgical robotics scenario, where the surgical site would 
be accessed, through the oesophagus. A newly devel-
oped 7 DoF snake-like robot attached to a 5 DoF posi-
tioning system, resulting in a 12 DoF robotic mecha-
nism, was used. The positioning system translates 
±5 mm in the plane normal to the oesophagus pathway 
(𝑥, 𝑦-directions), and pivots (pitch, yaw) ±5∘. Further-
more, it can translate in the 𝑧-direction with a 350mm 

range. The 7 DoF snake- robot can roll ±180∘, and has 

three sections which can pitch and yaw ±70∘. Fig. 2 
provides a visualization of the different dexterity 
measures. The global dexterity measure was generated 
in 738s with 10!  different configurations. The local 
dexterity map was computed with 10! samples in 0.15s. 
The dexterity measure considering redundancy shows 
higher and more realistic dexterity values stretching 
closer to the edge of the workspace. The local dexterity 
𝒟ℒ  shows uniformly low dexterity with little infor-
mation, while 𝒟ℛℒ provides a better representation about 
the robot’s capabilities. 

CONCLUSION 
This paper introduces on-line computation of dexterity 

maps for redundant manipulators to provide users with 
visual cues about a robots capabilities. Future work will 
focus on incorporating anatomical, and self-collision 
constraints as well as task-specific manipulability.  
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!!

𝒟 𝑞! | 𝑥 𝑞! ∈ 𝑣(𝑖, 𝑗, 𝑘)  (9) 

 {𝑖!", 𝑗!", 𝑘!"} = 
     {𝑚𝑜𝑑 𝑖,𝑁! 

!" ,𝑚𝑜𝑑 𝑗,𝑁! 
!" ,𝑚𝑜𝑑 𝑘,𝑁! 

!" } (10) 

𝒟ℛ
𝒢  𝒟𝒢 

𝒟ℛℒ 𝒟ℒ   

Fig. 2: Comparison of local and global, and redundancy and 
conventional dexterity measures, when used with a 12 DoF 
surgical robot. 
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INTRODUCTION 

Soft robotic ventricular assist devices (SR VADs) 
have recently been developed for the assistance of the 
failing heart [1, 2]. SR VADs are actuated on the 
surface of the heart or inside the cardiac chamber in 
synchrony with the native motion of the heart. SR 
VADs primary function is to cause additional ejection 
of blood by inducing wall deformation. Current 
prototypes of SR VADs have relied upon blood pressure 
and flow measurements to assess device function, which 
are the secondary results of the VAD, as opposed to 
measuring wall deformation. Further, control inputs 
determining the level of deformation to apply to the 
heart have relied on preset parameters after 
optimization. Therefore, there exists a need for a 
continuous real time assessment of the level of strain 
being caused by the SR VAD both as a way to assess 
the local effects of the device on the heart muscle wall 
but also as a feedback input for the real-time 
optimization of device control.  

While strain sensors have been extensively developed 
and characterized in the biological disciplines, only a 
handful have been optimized for function in the large 
strain environment of soft biological tissue [3]. 
Moreover, sensing strain of the heart wall has added 
challenges of obtaining a robust measurement in a 
dynamic and highly curved surface, reducing 
attachment area on the heart wall, measuring strains 
ranging 15%-35% [4], and maintaining native tissue 
motion. We identified two sensors corresponding with 
the design criteria and thus examined the accuracy and 
characteristics of these sensors in measuring ventricular 
wall strain continuously and in real time using explanted 
pig hearts placed on a pulsatile flow pump.  

MATERIALS AND METHODS 
Sensors: The first sensor is a 30mm long soft 

elastomer, Ecoflex 00-30 (Smooth-On Inc., PA, USA), 
with embedded microchannels containing liquid metal 
(eutectic Gallium Indium, “EGain”) that change 
geometry when stretched resulting in a resistance 
change. By measuring the change in resistance it is 
possible to calculate strain, as previously described [5]. 
The liquid is encapsulated in silicone and does not 
contact tissue. The advantage of this sensor is its 
flexibility, compatible with the deformation of the heart 
wall, and its elastic modulus is within the range of 

values for passive myocardial tissue [1]. However, 
piesoresistive sensors are prone to drift.  

The second sensor is a Hall Effect (HE) sensor 
composed of, a detector plate (TK2723-ND, Melexis 
Inc., MI, USA) and a neodymium magnet (8g). The 
detector plate senses magnetic field strength. These 
sensors do not drift but have not been commonly 
characterized in biological applications. The magnet’s 
experimental size/weight would not be used clinically 
but was appropriate for the purpose of investigating the 
concept. 

Voltage to strain calibration: Both sensors were 
calibrated to generate displacement of voltage curves 
upon linear deformation. The EGain sensor was 
calibrated using a tensile testing machine (Instron, 
Instron Inc., MA) that applied a controlled displacement 
starting from a neutral length of 20 mm in 1 mm 
increments to a length of 45 mm. The HE sensor was 
calibrated by separating the neodymium magnet and the 
detector plate, each attached to separate micrometer 
stages, in 1 mm increments from a distance of 0 mm 
apart to a total distance of 25 mm apart. The HE records 
reliably when the magnet and the detector plate are 
placed within a range between 6mm and 20mm and 
when they two components are axially aligned. The 
associated voltage output was recorded using an 
Arduino Nano (Arduino AG, Italy). 

Ex-vivo comparison of the sensors on a pulsatile pig 
heart: Three pig hearts were placed in a pulsatile flow 
loop and inflated/deflated to simulate beating heart 
conditions. Sensors were sutured along the right 
ventricular (RV) wall. (Figs.1, 2). 

 
Fig. 1 - EGain sensor and sono crystals are sutured to the 
heart. Arrows demonsrate the axes of stretch. 
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Fig. 2 - Hall Effect sensor and sono crystals are sutured to the 
heart. Arrows demonsrate the axes of stretch. 

To validate the sensors, we implanted two 2 mm 
sonomicrometry (Sono) crystals (Sonometrics Corp., 
London ON, Canada). Sono is the accepted method of 
choice for detecting heart wall linear displacement in 
animal research studies, but is limited as an implantable 
device due to high operating voltages. In addition, this 
method is prone to noise when used in conjunction with 
certain perioperative monitoring equipment. The 
crystals were implanted such that they measured in real 
time the RV free wall displacement across the same 
wall distance as each of the sensors. Readings from the 
sensors and from the Sono crystals were collected. 
Displacement values of each sensor between inflation 
and deflation were converted to strain as: 

𝜀 =  
𝐿! − 𝐿
𝐿!

 (I) 

Where L1 and L are segment length at peak inflation 
and deflation respectively [4]. A one-way ANOVA was 
used to assess significance between the conditions for 
each measured variable. 

RESULTS. 
EGain, HE, and Sono sensors all measured the 

displacement between sensor endpoints on the heart. 
The strain values calculated, see eqn. (I), were an 
average of 10 beating inflation/deflation cycles. The 
hearts used for each sensor had different levels of RV 
wall deformation between the cycles. 

The EGain produced strain results with ~52% 
difference compared to Sono. These results were found 
to be statistically significant (Fig.3). 
 

 
Fig. 3 - Average strain over the course of 10 beating cycles for 
EGain and HE compared to Sono. Error bars show +/- 1 SD;   
** denotes p<0.005, (ANOVA). N = 3. 

The HE sensor produced strain results with a ~55% 
difference compared to Sono. These results were not 
found to be statistically significant. 

DISCUSSION 
The purpose of this study was to examine the accuracy 

and characteristics of two implantable sensors in 
measuring RV wall strain by testing the sensors ex-vivo 
and comparing their strains to Sono - strain being a 
potential determinant of SR VAD function and control.  
The EGain sensor conformed to the curved surface of 
the heart, measuring a curved axis of strain, compared 
to Sono, which measures a linear strain axis (Fig. 4).  

 
Fig. 4 - EGain and Sono axes of measurement 

A discrepancy in strain between the sensors was 
expected - due to changing heart curvature increasing 
the curved axis distance versus straight axis distance – 
however, this may not alone explain the dissimilarity 
between the results. The EGain’s behaviour on heart 
surfaces must be further characterized in order to 
determine its suitability as a control sensor for SR 
VADs. 

The HE sensor showed an average accuracy of ~55% 
compared to Sono, but recorded large variations in 
strain measurement across the three experiments. The 
limitation of HE is that its measurement is dependent on 
alignment of components. 

In conclusion, following further experimentation the 
EGain concept may become a promising solution for 
detecting the stain of the curved heart wall. For the HE 
sensor, altering the method of adherence to 
accommodate for the sensor’s reliance on component 
alignment must be implemented to in order to integrate 
it as an SR VAD strain sensor.  
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INTRODUCTION 
With its gradual curvature, continuum manipulator has 

widely been used for flexible endoscopic procedures. 
Not only removal of tissue in inner wall of organ, but it 
is also used for more advanced surgical procedures such 
as NOTES (Natural Orifice Transluminal Endoscopic 
Surgery), which is a newly developed surgical technique 
performed with a flexible endoscope passed through a 
natural orifice such as mouth, anus, urethra or vagina. In 
spite of many clinical benefits associated with scar-less 
operation, NOTES has not yet been become an 
established surgical technique due to several technical 
barriers, mainly originated from lack of tissue 
manipulation capability of the platform [1]. In order to 
overcome the limitations, more advanced platforms 
have been developed with multi-branched and 
articulated instrument that can make more dexterous 
motion on the end effector [2]. Although those 
platforms have highly increased performance of tissue 
manipulation, it seems that they still have not enough 
payload to perform NOTES operation. 

This paper presents a novel continuum manipulator 
which features high payload transmission capability. 
The design approach differs in that the redundancy of 
serially connected discrete joints were mechanically 
constrained to prevent the joints from bending in S-
shape against external force. As a result, the proposed 
manipulator can lift over 3(N) weight at the end effector 
with 3.7(mm) in outer diameter. 
 

MATERIALS AND METHODS 
This research was built upon our previously developed 

surgical robot system (K-NOTES) (Fig. 1a, [3]). It is a 
tele-operated system of which the slave robot consists of 
two surgical arm and a bendable endoscopic camera. 
Each component is modularized by its specific function 
and can be deployed through channel equipped in 
overtube. Although the robot has greatly improved 
manipulability of tissue, the traction force is still not 
enough to lift heavy organ. 

Continuum manipulator shares common problem 
which appears in the form of S-shape or breakage of 
actuation wire cable when excessive external force is 
applied to the distal end (Fig. 1b). The phenomenon 
comes from the characteristics of redundancy in which 
the level of potential energy accumulated in the joint is 
minimized with distorted shape. 

This problem could be mitigated by constraining the 
redundancy (Fig. 1c). The proposed mechanism is based 
on the idea that angles of all joint will be identical if the 
angles of any adjacent two joints are the same. In order 
to make adjacent angles equal, auxiliary rolling links are 
used to connect the centers of the rolling surfaces of two 
adjacent main links (Fig. 2). This is similar to operating 
principle of gear train. 

The rolling motion of main link was implemented 
using the shape of gear teeth. The elastic fixture made 
of NiTi was used to prevent slippage between two 
auxiliary rolling links. 
 

 
Fig. 1 (a) The previously developed platform (K-NOTES) 
lacks of traction force to perform flexible endoscopic surgery. 
(b) Shape of continuum becomes distorted with increasing 
payload due to its redundancy. (c) Proposed mechanism 
prevents the joints from bending in S-shape by mechanically 
constraining the redundancy. 
 

 
 

Fig. 2 Operating principle of the proposed continuum joint. 
Auxiliary rolling links (green) are used to connect the centers 
of the rolling surfaces of two adjacent main links (grey). 
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The Constrained Continuum (CC) manipulator was 
designed and fabricated to have outer diameter in 
3.7(mm) in consideration of the overtube diameter of 
16(mm) and the diameter of the two surgical arms and 
camera module. The total length was about 1 (m). 

Kinematics was calculated to determine the 
relationship between the length of the actuation wire 
cable, the bending angle, and the position of the end 
effector. We could also obtain the trajectory of the end 
effector from the kinematics. Free Body Diagram (FBD) 
and stress analysis was performed to identify the 
amount of force/torque acting on each part in terms of 
payload at the end tip. It was predicted from the 
simulation that the amount of force acting tangentially 
on the main rolling joints at the center was calculated to 
be the largest. The strength of gear teeth was designed 
to endure the payload at the distal end up to 5 (N) in 
elastic limit. 

RESULTS 
First, trajectory of the end effector was measured with 

varying payloads (Fig. 3a). It can be seen from the 
experiment that the variance between trajectories was 
significantly different from the payload of 200 (g). The 
maximum variance was measured within 2.8 (mm). It 
should be noted that the weight of 250 (g) could not be 
fully lifted due to elongation of wire cable. However, it 
was confirmed that the weight of 300 (g) could be lifted 
when the wire cable was driven by a larger amount. 

As a result of the second experiment shown in Fig. 3b, 
the stiffness measured in bending direction was almost 
similar at 30, 45, 60 (deg) of bending angle, which is 
13.3 (mm/N) in average. On the other hand, the stiffness 
at 90 (deg) of bending angle was shown to be large 
enough. The deflection in all bending angles was less 
than 2 (mm) with loads up to 100 (g). 

The pictures shown in Fig. 3c demonstrate that the CC 
joint is sufficient to lift up to 300 (g) weight in bending 
direction and 500 (g) weight in rotational direction. At 
this moment, the deflection at the end effector was 
measured within 2 (mm). 

 
Fig. 3 (a) Maximum payload test in bending and rotational 
direction. (b) Stiffness measured in bending direction. (c) 
Trajectory with varying loads. 

 
Fig. 4 Several tasks in real tissue environment have been 
performed as a validation process of the robot.  
 

Several tasks in real tissue environment have been 
performed as a validation process of the robot. Basic 
operation was tested including bending, grasping, and 
cauterizing using sliced tissue (Fig 4, (a), (b)). The CC 
manipulator was inserted into abdominal cavity of in-
vivo swine to verify possibility of traction of organs 
including intestine, liver, and gallbladder (Fig. 4, (c), 
(d)). Final task was performed in oral cavity of in-vivo 
swine. It was shown that the manipulator has sufficient 
manipulability and strength to resect epiglottis without 
the aid of assist device (Fig. 4, (e),(f)). 
 

DISCUSSION 
A novel continuum manipulator has been developed 

with features in high payload transmission capability. 
The mechanism of constraining the redundancy showed 
the effect to prevent the continuum joint from bending 
in S-shape against external force. The result of dry-lab 
experiment showed that the CC manipulator can lift 
3(N) weight at the end effector with 3.7(mm) in outer 
diameter and over 90(deg) in working range of bending. 
It was also shown that the proposed manipulator has 
sufficient manipulability and strength to perform 
NOTES operation. 
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INTRODUCTION 
Microvascular surgery requires dexterity that surgeons 

spend years of training to master. However, following 
the European working time directive, the clinical 
training hours in the UK have been reduced while the 
amount and level of skills required remain unchanged. 
The skills are therefore mostly acquired in the operating 
theatre on actual patients with supervision and each task 
performed is reported into their eLogBook with 
comments on effectiveness [1]. Although trainees gain 
valuable experience, the stressful operating theatre 
environment hinders the learning process and prolong 
sthe learning period [2]. Basic skills training is therefore 
more efficient away from the operating theatre [3]. To 
overcome these limitations, surgical simulators using 
computer vision and haptic feedback have been 
introduced [4]. However, they remain insufficient for 
microvascular surgery as it requires live subjects for the 
instructors to monitor and evaluate the evolution of the 
outcome of the microvascular task (patency and 
technical effectiveness). In Europe, there are only a few 
number of research centres established for advanced 
microvascular training. In addition, the strict regulations 
in the use of animals for training purposes along with 
their expense (licence to operate on animal, facilities 
and equipment), limit training opportunites. Although 
training methods have been rationalised to be more 
effective [3-5], microvascular skills are acquired 
through practice, therefore the learning curve should be 
taken into consideration.  

This paper introduces an inexpensive miniaturised 
wireless device as a tool for objective microvascular 
skill assessment. It aims to assist the trainee in targeting 
technical gaps and improving dexterity. 

MATERIAL AND METHOD 
An inexpensive, compact, wearable, wireless, device 

based on optoelectronics has been developed to measure 
oxygen saturation in the skin (StO2) [6] (see Fig. 1). 
With built-in Bluetooth low energy connectivity, the 
device is seamlessly integrated with any mobile device 
for real time data management. At any time, up to 5 
devices can be connected to a smartphone or tablet. By 
recording the perfusion of the tissue flaps and reporting 
the outcomes, the device allows the trainees to view 
one’s progress.  

25 trainees (between ST3 to ST8) in microvascular 
surgery participated in a study which took place, in 
compliance with the Home Office License, during the 5-
day basic microsurgical course at NPIMR [5]. The 
device was used to monitor the microvascular response 

during post-operative femoral artery and vein end-to-
end anastomoses (respectively AA and VA) performed 
on live male Sprague Dawley rats at days 1, 2 and 5 (see 
Fig. 2.1, 2.2 and 2.3). A testing device was placed on 
the animal as depicted in Fig. 2.2 while another control 
device was placed symmetrically on the other lap. The 
device was placed on the skin on top of the downstream 
of the femoral blood flow. Observations were made on 
the duration of operating time, final blood vessel 
patency as judged by the instructors (see Fig. 2.3 a) and 
b)) and StO2 values.  

RESULTS 
Results show a decrease in the operating time from 59 

min in average at day 1 to 34 min at day 5 for AA (see 
Fig. 3.1). Considering finished tasks, the final patency 
of the anastomosis was marked at 0 for failure and 1 for 
success (see Fig. 3.2). It generally improved from 0.43 
in average at day 1 to 0.74 at day 5 for AA. Considering 
finished tasks, using an unpaired t-test with p-
value<0.01 to compare the test device values with the 
control device values, results show a decrease in the 
significant difference with h=0.71 at day 1 and h=0.50 
at day 5 in average for AA. 

DISCUSSION AND CONCLUSION 
A wireless training tool for microvascular skill 

assessment is introduced. Based on optical sensing, the 
device measures the StO2 level – or skin oxygen 
perfusion. An extensive experiment was conducted to 
test the feasibility and reliability of using the device for 
microvascular end-to-end anastomosis skill assessment. 
The experiment was conducted in conjunction with a 5-
day training course on live rats with 25 trainees. The 
results show the device can accurately assess the 
viability of the downstream tissue and can be used as a 
tool to quantify microvascular training progress and 
assess skills. Specifically, the StO2 level is shown to be 
a suitable parameter to quantify the end-to-end 
anastomosis effectiveness. Placed at the end of the 
operation, it has been found the device does not disturb 
the trainee’s workflow and can be placed anywhere on 
the skin of the live animal under operation. Future work 
includes the monitoring of other microvascular tasks 
such as end-to-side anastomosis, interpositional vein 
graft (discrepant or same diameters) and free flap. 
Recording data from more trainees of different ST 
levels and experts performing different microvascular 
tasks can help providing a skill assessment index for the 
trainees to better improve their microvascular learning.   
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Fig. 1 top and bottom side of the device used; BLE=Bluetooth 
low energy.  
 

 
Fig. 2 A schematic illustration of 1) an AA and VA operation, 
2) the postoperative experiment set up and 3) the microscopic 
view of blood vessels following a failed anastomosis in a) and 
that of a sucessful in b).  
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Fig. 3 1) the operating time taken of for AA in minute. For 
both graphs, the red cells show the not finished or not 
attempted tasks: the operating time was not taken into 
consideration.. 2) the patency result over all perfromed 
tasks: 0=nonpatent; 1=patent; 2=not finished or not 
attempted.  
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INTRODUCTION 
Flexible endoscopy is used to perform  endo-luminal 

and trans-luminal procedures. However, it is difficult to 
use the endoscope and instrument in complex treatments 
and surgeries that necessitate a maneuverability. 

Bending section of the endoscope is steered by 
rotating two knobs on the control body. This type of 
steering is not intuitive because the bending section 
bends in two perpendicular directions while the knobs 
are arranged in the same axis. Additionally, the size and 
structure of the knobs make it difficult to manipulate the 
control body with one hand. Some physicians remarked 
that their hands are too small to manipulate the 
endoscope. 

Unnatural body movements are frequently generated 
when  rotating the endoscope and this causes injury to 
the shoulders and wrists of physicians. Additionally, 
communication errors often occur in therapeutic 
endoscopy when more than two people collaborate on 
the procedure. 

Due to these problems, long learning curve is required 
to perform the endoscopy. Approximately 100 to 200 
procedures are required to operate the colonoscopy 
safely and within a reasonable timeframe. 

Robotics is expected to overcome these limitations, 
and several studies are underway. The Invendoscope is 
actuated by an insertion module equipped with 
gearwheels. Steering and translation of the endoscope 
are actuated, but rotation of the endoscope was not 
actuated. Ruiter et al developed a robotic add-on 
steering system for the endoscopy. The system consists 
of 3 modules to control the commercial endoscope, 
instruments, and robotic instruments. [1] 

In this study, a robotic handler of a conventional 
endoscope and an instrument is proposed by attaching 
several parts to the control body of the endoscope for 
solo-endoscopy. Also, two intuitive input devices, 
namely one for endoscope manipulation and the other 
for instrument manipulation are proposed. 

 
Fig. 1 System Overview 

MATERIALS AND METHODS 
A. Design of Input Devices 

Intuitive input devices are required to improve 
maneuverability. A method of increasing intuitiveness 
includes the use of force feedback. Force feedback is 
particularly important when introducing the endoscope 
into a patient body. It helps the physicians to estimate 
the shape of the endoscope and the interaction force 
between the endoscope and tissue. However, it is 
technically challenging to implement the force feedback 
perfectly. [2] Alternatively, we suggest a way to obtain 
force feedback from the endoscope itself by holding the 
insertion tube of the endoscope directly with an input 
device. 

Another method to increase intuitiveness is to design 
the input device kinematically same with the endoscope. 
However, it is difficult to make up/down and left/right 
motions by holding the insertion tube when introducing 
the endoscope into the body. Alternatively, a joystick is 
used, which is not exactly same as the endoscope but 
could be similarly movable. Spring force based on the 
relative position and angle difference in a joystick 
enhances intuitiveness. 

 
Fig. 2 Input Device for the Endoscope 

       
Fig. 3 Input Device for the Instrument 
 

In case of the endoscope, the up/down and left/right 
bendings are matched with those of the joystick and 
rotation of the endoscope also is matched with the 
left/right movement of joystick. Translation is manually 
controlled by holding the endoscope and the input 
device together. 

In case of the instrument, translation and rotation are 
matched with up/down and left/right movements of 
joystick. With respect to the grasping, the on/off type 
button is used to manipulate the forceps. The forceps 
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close when the button is pressed. The forceps open in 
other instances. 

B. Motorization of Endoscope and Instrument 
The endoscope and instrument are motorized by 

attaching several parts. A positioning arm with a hinged 
door was fixed to the operating bed to free the control 
body of the endoscope from a physician. 

The two knobs on the control body are driven with 
pulleys and belts. The knobs are converted into pulleys 
by attaching a few parts. Rotation of the endoscope is 
driven by a gear mechanism. The control body is 
converted into a gear by attaching parts on the lower 
part of the control body, which is attachable to the 
positioning arm. There are three small gears in the 
positioning arm, one of them was driven by a motor. 

The instrument is motorized by attaching a few parts 
to the motorization parts of the endoscope. A collect 
chuck is used to hold the various instruments. The 
instrument is rotated by rotating the collet chuck. 

A linear guide and a ball screw is used for the 
translation of the instrument. When the motor actuated 
the ball screw, the collect chuck performs a rectilinear 
motion. With respect to the grasping, tension springs 
and a wire are used. When the button is pressed, the 
motor winds the wire and the forceps close. 

 
Fig. 4 Motorization of endoscope and instrument 

RESULTS 
Two experiments were conducted to assess the 

usability of the proposed system. The first task was to 
introduce the endoscope from the anus to the cecum 
where colon starts. The second task involved 
transferring two yellow rubber rings from two poles 
with red marks to a pole with a black mark and guiding 
a blue rubber ring from an end of a tortuous wire loop to 
the other end. The proposed manipulation method was 
compared with the conventional manual manipulation 
method. The variables were measured, time required for 
tasks, Workload based on a NASA Task Load Index. 

Five subjects (age 21-30, 5 men) were participated in 
the experiments. The subjects who are engineers did not 
possess any prior experience in endoscope handling. 
Subjects were asked to perform each task six times with 
both manipulation methods. In the second task, an 
assistant controlled the instrument when the subject 
operated in the conventional method. 

 
[Task 1]                               [Task 2] 

Fig. 5 Experiment environment 
 
 

Table 1. Experiment results 
Setup 1. Conventional 

method 
2. Proposed 

Method 

Time for task 1(sec) 197.77  15.23 117.40  9.34 

Time for task 2(sec) 220.53  16.54 104.41 6.71 

Workload for task1 
(on scale of 0-20) 10.80 6.43 

Workload for task2 
(on scale of 0-20) 14.83 4.53 

 
Table 1 shows the results of the experiments. As 

indicated in the table, the proposed method involved the 
less amount of time with respect to conventional method 
in both tasks. To determine if the difference in mean 
time is significant, ANOVAs were conducted the level 
of significance corresponded to p=0.05. As a result, it 
was confirmed that both p-values were 0.000(<0.05).  

The Task Load Index involved measuring different 
variables such as mental and physical demands and 
effort. The results showed that the workload of the 
proposed method was the lower than conventional 
method in both tasks. This indicated that the proposed 
method was more intuitive and ergonomic. 

DISCUSSION 
In this paper, the attachable robotic handler to the 

endoscope and instrument was developed for Solo-
Endoscopy. Experiments conducted for novices showed 
that the proposed method was more intuitive and 
convenient than the conventional method and the 
feasibility of single operation was verified. 

Since people who actually use this system will be 
doctors, additional experiments such as ex-vivo, in-vivo 
with doctors are being planned to evaluate this system. 

Through the proposed system, it is expected that 
physicians who have difficulty in the endoscope 
manipulation can manipulate more comfortably and 
intuitively, thereby it can reduce the stress. In addition, 
it is expected to decrease medical expenses since the 
number of assistants and procedure time can be reduced. 
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INTRODUCTION 

Tendon driven flexible snake-like surgical robots are 
bio-inspired devices that are capable of bending and 
navigating inside the human body. These devices have 
the potential to significantly improve existing surgical 
procedures by providing access to deep seated lesions 
through natural pathways [1]. For snake robot control, 
the use of tendons for actuation is a popular choice [2]. 
However, tendon driven robots are subject to backlash 
and tendon elongation which can result in inaccurate 
shape reconstruction particularly when exposed to 
external forces exerted on the device. Existing sensing 
method for shape reconstruction include fiber bragg 
grating [3], piezoelectric sensors [4] or external vision 
tracking [5]. This paper introduces preliminary results 
of a real-time vision based in-situ shape reconstruction 
framework for tendon driven snake-like surgical robots 
as shown in fig. 1. 

MATERIALS AND METHODS 
The concept of the presented framework is to visually 

track tendon pairs as they are being pulled or loosened 
and to use this information to reconstruct the shape of 
the controlled robot. The materials used include a 
tendon driven back driveable snake-like robot: the 
i2Snake (Hamlyn Centre, UK), a C920 HD webcam 
(Logitech, Switzerland) and a computer running the 
tracking and reconstruction software.  

Mechanical Setup: For the snake robot considered in 
this study: the i2Snake, the tendons are exposed and 
arranged linearly on a flat fixture as shown in fig. 2. The 
tendons are made of SUS316 WHT stainless steel 
(Ø=0.45 mm; 7x18). With the current i2Snake version, 
24 tendons need to be tracked for the shape 
reconstruction. Each tendon was equipped with a 3D 
printed mechanical fuse made of Polyjet VeroBlack 
material (Stratasys, USA), calibrated to rupture if the 
applied forces are greater than 40 N, hence avoiding 
damage to the robot. This mechanical fuse interconnects 
two sections of tendons and therefore moves linearly 
with the tendons. One of the key features of the 
mechanical fuse is that it facilitates the image 
processing and tracking of each tendon as it is plain 
black and wider than the tendons (Ø=3.5 mm). The next 
step consists of tracking the mechanical fuse as external 
forces are applied to the body of the snake robot. 

Image Processing: The image processing algorithm 
is constrained to a region of interest (ROI) from the 
camera image where the tendons are exposed as 
depicted in fig. 2. This ROI is converted in grayscale 
and a Gaussian blur filter is applied to reduce the 
camera’s pixel noise. The following step consists of 
applying a threshold to obtain a black and white image 

that reveals only the mechanical fuses as shown in fig. 
2. To track its position, the distance from the top of the 
image to the fuse, and from the bottom to the fuse is 
measured in pixels. As the fuses move along a single 
line, the linear motion centre is known and fully 
determined and the fuse search can be constrained to the 
vertical black lines represented in fig. 2. A for loop 
explores all the pixel along the four lines and if a pixel 
value is 0 (black), the fuse’s intersection with the line is 
found. Four search lines are used for each tendon (top 
and bottom) to filter the pixel noise. The central position 
of the fuse is calculated by averaging the four 
intersection points. This process is repeated for each 
tendon and runs at the maximum frame rate of the 
camera: 30 fps. 

Shape Reconstruction: Once the position of each 
fuse is known, the corresponding tendon position in mm 
is calculated. Since the tendons are moving in a single 
plane, parallel to the image plane, a linear mapping can 
be used to convert the tendon variation from pixel to 
mm. The transformation constant was calibrated using a 
ruler placed in the same plane as the tendon and by 
measuring the amount of pixel within a known 

Figure 1: Shape reconstruction of a tendon driven snake-like 
surgical robot. As the physical device (in white) is bent, the 
shape is reconstructed by visually tracking the tendons. 
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dimension. The tendon variation is then converted into 
joint angle using the mathematical model of the joint 
being used: in this case a rolling joint. This process is 
repeated for all tendons allowing to accurately measure 
the variation induced by external movement of the 
snake robot and to reconstruct its shape in 3D. 

RESULTS 
The shape reconstruction results are presented in fig. 1 

& 3. The tendon tracking was performed in real-time 
across the 24 tendons at 30 fps. Each tendon variation 
was converted into joint variation to reconstruct the 
shape of the snake robot. The current setup allowed for 
a tendon measurement precision of 0.15 mm/pixel with 
a measurement noise of ± 1 pixel, resulting in an overall 
measurement accuracy of 0.45 mm. In the case of the 
joint model being used, this resulted in a joint 
measurement accuracy of 1.14°. During the experiment, 
multiple shapes were reconstructed and the result is 
plotted in fig. 3. The average error is 2.3° with a 
standard deviation of 6° allowing to approximately 
reconstruct the overall shape of the robot. During the 
experiments, the camera noise at the pixel level and the 
measurement inaccuracies induced some jitter in the 
snake robot simulator. An important step of the 
reconstruction is to align the tracking with the initial 
shape of the robot. This was done by inserting the snake 
in a tubular shape to enforce a straight position of all the 
joint combined with a home position setting in the 
tendon tracking.  

DISCUSSION 
The presented framework allows for an efficient and 

inexpensive real time method for shape reconstruction 
of tendon driven mechanism in 3D. The use of a camera 
rather than mechanical sensors has the advantage of 
avoiding physical contacts and does not require 
mechanical fixtures that would introduce backlash and 
friction. The method also returns absolute position 
values that only requires a single calibration, removing 
the need for further homing or initialization sequences 

even after a power loss. Existing video based shape 
reconstruction typically monitor the device itself to 
estimate its shape. As a result, they are not suitable for 
in-situ surgical application as a camera showing the 
entire device is required. The presented method only 
uses the tendons for reconstruction and could therefore 
be used during surgeries. 

The current framework is limited in terms of frame 
rate and resolution. Noisy pixel measurements result in 
undesired oscillations. The use of multiple cameras, 
tracking sub-sections of all the tendons would increase 
the tracking accuracy. Moreover, high frame rate 
cameras would allow to filter the measurement noise by 
averaging the values without altering the real-time 
capabilities. Finally, this method is limited by the 
amplitude of the mechanical tendon backlash. If the 
backlash is too large, it will result in no tendon motion 
visible by the camera. Customized mechanical design to 
ensure a minimal tension using springs could improve 
the method accuracy. 

Future work will investigate real-time backlash 
compensation and closed-loop control for increased 
accuracy. Force estimation will also be investigated by 
considering the asymmetrical variation of tendons pairs. 
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Figure 2: Visual tracking of the tendons. The top image 
shows the tendon arranged linearly and moving in a single 
plane and the mechanical fuse in black. The bottom presents 
the image processing result to track the position of each 
tendon. 

Figure 3: Characterization of the reconstruction method. The 
joint angles of the robot are plotted in blue and the one 
estimated from the tendon tracking in red. 
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INTRODUCTION 

Hyperspectral/multispectral imaging (HSI/MSI) 
contains rich information clinical appliations, such as 1) 
narrow band imaging for vascular visualisation, 2) 
oxygen saturation for intraoperative perfusion 
monitoring and clinical decision making [1]; 3) tissue 
classification and identification of pathology [2]. The 
current systems which provide pixel-level HSI/MSI 
signal can be generally divided into two types: spatial 
scanning and spectral scanning. However, the trade-off 
between spatial/spectral resolution, the acquisition time, 
and the hardware complexity hampers implementation 
in real-world applications, especially intra-operatively. 
Acquiring high resolution images in real-time is 
important for HSI/MSI in intra-operative imaging, to 
alleviate the side effect caused by breathing, heartbeat, 
and other sources of motion. Therefore, we developed 
an algorithm to recover a pixel-level MSI stack using 
only the captured snapshot RGB images from a normal 
camera. We refer to this technique as “super-spectral-
resolution”. The proposed method enables recovery of 
pixel-level-dense MSI signals with 24 spectral bands at 
~11 frames per second (FPS) on a GPU. Multispectral 
data captured from porcine bowel and sheep/rabbit uteri 
in vivo has been used for training, and the algorithm has 
been validated using unseen in vivo animal experiments. 

MATERIALS AND METHODS 
Super-resolution, which estimates high resolution 

(HR) images from low resolution (LR) counterparts, is a 
highly ill-posed problem, since one LR image could be 
matched to many possible HR images. This problem is 
solvable only under certain constraints. In this work, we 
made the following assumptions: 1) optimised matching 
can be found by learning the training set which contains 
similar information to the unseen test set; 2) the HR 
information from the HR images could be recovered 
from its LR correspondences; 3) there is no correlation 
between adjacent pixels. 

Recently, deep learning techniques including 
convolutional neural networks (CNNs) has been applied 
on image super-resolution, and proved to provide 
promising results [3, 4]. In this work, similar strategies 
were adopted to upscale an RGB image which contains 
3 channels (𝑀×𝑁×3 matrix), to an MSI stack with 24 
channels (𝑀×𝑁×24 matrix).  

The proposed model consists of two phases (Fig. 1): 

• The upscaling phase: Three 3D deconvolutional 
layers followed by one convolutional layer were piled 
together to transform the input from 𝑀×𝑁×3  to 
𝑀×𝑁×24 

• The high resolution extraction (HRE) phase: A 
residual network block was used to extract and 
combine the high frequency (HF) with low frequency 
information from the upscaling phase’s output. 

 

 
Fig. 1 The prediction model. The input is a RGB image with a 
user-defined dimension (𝑀×𝑁); the output is an MSI stack 
with the same spatial dimension and 24 channels. 

MSI stacks collected from porcine bowel and 
sheep/rabbit uteri in vivo with a liquid crystal tunable 
filter (LCTF) endoscopic imager were used for training 
and validation [2]. The MSI stacks were collected at 10 
nm spectral interval, in the range of 460-720 nm. A non-
rigid registration method was used to eliminate the 
small displacement between MSI slices at different 
spectral bands [5], generating the MSI stacks as the 
ground truth for training. Synthetic RGB images were 
simulated from these MSI stacks, with the transmission 
spectrum measured from a normal RGB camera 
(Thorlabs DCU223C). The training set contains the 243 
MSI stacks (augmented from 50 porcine bowel, 21 
rabbit uterus, and 10 sheep uterus). During training, 
based on assumption no. 3, every pixel was trained 
independently, with convolutional kernels expanding 
along the spectral dimension only. Then the learnt 
weights were used to predict a whole MSI stack from 
input RGB images, by only changing the input data 
dimension from (1×1×3) in the training network to 
(256×192×3) in the prediction counterpart. Both the 
training and prediction were applied with Tensorflow 
[6]. Predicting the MSI stack from an RGB image 
(256×192) cost ~90 ms on a PC (CPU: i7-3770; GPU: 
NVIDA GTX TITAN X). 
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RESULTS 
The proposed algorithm was evaluated for two 

outputs: the overall and inter-class prediction. The peak 
signal-to-noise ratio (PSNR) was used to quantify the 
MSI stack prediction accuracy. 

Firstly, all the in vivo data from different sources were 
mixed and underwent a 5-fold cross validation. The 
PSNR value for different spectral bands were evaluated 
by comparing the calculation results and the ground 
truth. The average and standard deviation of PSNR were 
plotted alongside the RGB camera transmission spectra 
in Fig. 2 (upper). It can be found that PSNR is relatively 
high (>28) for most spectral bands, but drops in the 
blue/green/red spectra overlapping areas. We also 
demonstrates the accuracy of MSI estimation intuitively, 
by comparing the estimated MSI signal with the ground 
truth, at different locations on a rabbit uterus (Fig. 2 
(lower)). As is known, HSI/MSI signal can be used to 
calculate the oxygen saturation, by fitting it using a 
linear combination of absorption spectra of oxy/deoxy-
haemoglobian, as is shown in Fig. 2 (upper).  

 
Fig. 2 Upper: average (black line) and stadard deviation 
(yellow shadow) of the PSNR values for all wavelengths; the 
normalised absorption spectra for oxy/deoxy-haemoglobian 
(red and blue line), together with the estimated and fitted MSI 
signal (grean and grean dash line); Lower: comparision 
between the estimated (blue line) and ground truth (red line) 
MSI signal at different locations on a rabbit uterus. 

The inter-class prediction was also validated. The 
models trained on individual classes were used to 
predict the MSI stacks on other classes, and peak signal-
to-noise ratio (PSNR) was adopted to evaluate the 
results (Table 1). Promising results (PSNR > 30) were 
achieved on sheep and rabbit uteri, while the training 
using pig bowel led to the worst outcome (PSNR ≈ 26). 
This is mainly due to the more frequent presence of 
specular reflections, and larger error in generating the 
MSI ground truth due to imperfect registration. This 
result shows the potential of transfer learning to use this 
technique to estimate MSI of tissues with limited 
available samples by training on other similar datasets, 
e.g., prediction of human tissue MSI using the training 
result from in vivo animal data. 

 
Table. 1 PSNR for inter-class MSI prediction. Data from three 
sources were used for the validation: 1) pig bowel (PB); 2) 
sheep uterus (SU); 3) rabbit uterus (RU). 

            Test 
Train 

PB SU RU 

PB 25.75 27.47 28.80 
SU 24.80 32.49 32.34 
RU 25.08 31.83 32.96 

DISCUSSION 
In this work, we developed a CNN based model to 

recover dense pixel level MSI signals from RGB 
images, in real-time. As the HSI/MSI signal is important 
for many applications such as narrow-band imaging, 
tissue classification, and tumor detection, we believe 
that this technique can benefit these applications. It 
overcomes the problem of long acquisition time for 
normal HSI scanning systems and the need for separate 
specialized imaging equipment, providing promising 
MSI estimation with only slight accuracy loss in most 
spectral bands. In future work the research will focus 
on: 1) the validation of the current algorithm on more in 
vivo data, especially human tissue; 2) the extension of 
both the algorithm and the hardware to achieve higher 
accuracy. 
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INTRODUCTION 
Lasers are commonly used for high-precision 

microsurgeries on delicate organs, such as transoral 
laryngeal microsurgeries. In these soft tissue surgeries, 
the benefits of lasers include improved post-operative 
function, decreased morbidity [1], better hemostasis, 
and minimal peripheral tissue injury [2]. Furthermore, 
scanning lasers increase the quality of the tissue 
ablations enabling the fast and continuous motion of the 
laser. The scanning feature provides clean incisions with 
less thermal damage to surrounding healthy tissue.  The 
state-of-the-art laser systems have scanning capabilities 
as a standard feature, usually implemented with fast 
steering mirrors [3].  

It is highly desirable to adapt this laser-based surgical 
technology to endoscopic tools for enabling endoscopic 
laser microsurgeries. Endoscopic microsurgeries can 
potentially increase the precision of the incision 
enabling the operations close to the surgical sites [4].  In 
addition to this, also enable access to surgical sites 
which are not reachable with conventional techniques. 
As these advantages of endoscopic microsurgeries are 
considered, investigating novel actuation mechanisms is 
crucial in order to incorporate precise laser positioning 
and high speed scanning in endoscopic tools. 

In literature, researches proposed magnetic actuation 
for the miniaturization of the surgical catheters [5-7]. In 
these systems, position control of a cantilevered 
structure with a permanent magnet is performed using 
external magnetic fields. A similar concept can be used 
for actuating the laser light carrying optical fibers in 
order to micromanipulate the surgical laser beam using 
the fiber as a cantilever beam.   

In this paper we propose the use of a magnetically 
actuated optical fiber to create a novel endoscopic laser 
scanning device. This actuation method provides many 
advantages such as precise positioning, high scanning 
speed, high resolution, and simple control. Here we 
propose the use of two pairs of orthogonally placed 
coils to create an electromagnetic scanning tool with 
two degrees-of-freedom (DOFs). This is achieved by 
attaching a permanent magnet to a cantilevered optical 
fiber and by controlling the electromagnetic field 
produced by the coils. Laser focusing at a distal ablation 
target is achieved using two plano-convex lenses 
appropriately placed to collimate and focus the laser 
light. As the electromagnetic field changes, the fiber 
cantilever is deflected and the laser spot moves on the 
target, allowing the execution of precise laser scanning 
motions. 

MATERIALS AND METHODS 
Fig. 1a depicts the conceptual design of the magnetic 

laser scanner device. It includes an optical fiber, 
electromagnetic coils, a permanent magnet, collimating 
and focusing lenses. The optical fiber is fixed in the 
center of the tool wall and a permanent magnet is 
attached to it. Four electromagnetic coils are placed 
around the optical fiber. Fig. 1b shows the actuation 
mechanism for one degree-of-freedom and optical 
design for focusing the laser on the target. The system’s 
working principle is based on the interaction between 
electromagnetic fields created by the coils and the 
permanent magnet. As current flows through two 
orthogonal coil pairs placed around a cylindrical tool, a 
magnetic field is produced in the workspace. This 
generates a magnetic torque on the permanent magnet, 
which deflects the tip of the optical fiber. The two 
plano-convex lenses are included in the design to 
collimate and focus the laser to account for divergence 
of the laser light as it exits the optical fiber. Thus, 
bending of the optical fiber using two electromagnetic 
coil pairs in y- and z- axes provides 2D position control 
of the laser spot on the target.  

 
Fig. 1 a) Conceptual design of the magnetic laser scanner with 
an optical fiber, four electromagnetic coils, a cylindrical 
permanent magnet, and optical lenses. b) Schematic 
presentation of the magnetic interaction between coil pair and 
permanent magnet.  
 

Fig. 2 presents the experimental setup with the 
magnetic laser scanner prototype. A visible red (625 
nm) laser light was used to characterize the system and 
develop its control system. A multimode optical fiber 
with 300 µm core diameter and 0.39 NA (Thorlabs - 
FT300EMT) was used to carry the laser light. A plano-
convex lens with 6 mm diameter and 10 mm focal 
distance was used for collimation, whereas another 
plano-convex lens with 6 mm diameter and 30 mm focal 
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distance was used to focus the laser light. A high speed 
camera is used to record the laser spot trajectories on the 
target. Then, recorded videos are post-processed in 
order to extract the laser positions in each frame. 
For trajectory execution, an open-loop control is used 
where predefined current values are fed to the coils to 
observe the laser trajectory. Current values are 
calculated with the equations: Ix = α1dx and Iy= α2dy, 
where Ix and Iy are currents, and dx and dy desired 
positions, α1 and α2 are free coefficients. 

 
Fig. 2 Experimental setup with magnetic laser scanner 
prototype, laser source, and a recording camera.  

RESULTS 
In order to assess the repeatability of the high speed 

laser scan trajectories, an 'M' shaped trajectory was 
chosen because it is challenging for fast scanning. Then, 
set of current values are defined to execute this 
trajectory. These current values defined excitation 
patterns, which were fed to the coils 10 times, i.e., 
number of passes, N, was 10. All executed trajectories 
were recorded. The first pass was accepted as the 
reference trajectory, allowing the computation of the 
root mean square error (RMSE) for the subsequent 
consecutive passes of the laser spot over the desired 
trajectories. 

Results from the repeatability assessment considering 
the 'M' shaped trajectory are presented in Fig. 3. The 
RMSE calculated for each axis resulted in: RMSEy = 48 
±16 µm and RMSEz = 75 ±35 µm. 

 
Fig. 3 Repeatability results with a ‘M’-shaped trajectory for 
10 repetitions (Number of pass,  n = 10). 

DISCUSSION AND CONCLUSION  
During surgeries, surgeons generally define an 

incision path and execute this trajectory with repetitive 
manual passes. During these repetitions, keeping the 
laser spot exactly on the same path is highly important 
to avoid unexpected incisions in the vicinity of the 
desired path. Repeatability is therefore an important 
criteria for microsurgeries where high precision is 

needed. The results of the repeatability experiment 
indicate that the magnetic laser scanner shows high 
repeatability.  

The magnetic laser scanner is an alternative to the 
piezoelectric drive systems which are used for 
endoscopic imaging applications [8]. These systems 
have an illuminating fiber and light collecting fiber 
bundle. Although these systems generally have very 
small diameter (~1mm), the fiber can only be actuated 
at resonant frequency for scanning purposes. The 
proposed system with electromagnetic actuation 
provides 2D position control along with high speed 
scanning for endoscopic laser microsurgeries enabling 
non-contact incisions. Furthermore, the system can also 
be  teleoperated by using a tablet device for intuitive 
laser position control. This allows surgeons to perform 
intra-operative incision planning and the system can 
repeat automatically these customized trajectories for 
precise incisions.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  

The proposed magnetic laser scanner has been 
designed as an end-effector module for precise laser 
ablations close to surgical site. As it can be coupled to 
manual or robotic devices, and to rigid or flexible 
holding structures (e.g. flexible endoscopes or 
continuum robots). In addition, the same system 
actuation and control structures can be used to create an 
scanning fiber imaging system. 
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INTRODUCTION 
We report progress in the development of fast, real-

time, miniaturised low coherence interferometry based 
proximity sensors for navigation and collision 
avoidance in medical robotic systems. As well as 
providing accurate quantitative distance measurements, 
the systems provide an auditory cue to the user by 
generating a sound with a frequency proportional to the 
tissue distance. The sensors are intended for guidance of 
robotically steered endobronchial catheters for access to 
remote lung nodules, but could also be used for other 
applications [1]. 

METHODS 
Two configurations have been investigated: 
1. Camera based interferometer (CBI). This sensor 
uses a super-luminescent diode emitting in the near 
infrared as optical source (central wavelength 800 nm, 
spectral bandwidth 20 nm) and a fast line-scan camera 
for detection (acquisition rate 27 kHz.) Thus, the sensor 
can deliver distance information with a theoretical 
accuracy of around 15 µm every 37 µs. 
2. Swept source based interferometer (SSBI). For this 
configuration, a swept laser optical source emitting light 
over a spectral range of 100 nm, centred on 1300 nm, 
has been employed, providing a theoretical accuracy of 
around 15 µm. The sweep rate of the SS, and hence the 
update rate of the distance measurement, is 100 kHz.  
    The two interferometer configurations are non-
common path (the arms of the interferometer are 
independently controlled). This ensures: (i) full control 
of the reference power, allowing optimisation of 
sensitivity when various sensing probes are used; (ii) 
better sensitivity in general, as the interferometer optical 
path difference can be easily adjusted to place the 
sample in the region of maximum sensitivity; (iii) 
simpler, lower cost sensing probe in comparison with 
common-path configurations which require a partial 
reflector placed close to the sample to be investigated, 
and hence incorporated within the sensing probe. 
    For both interferometer configurations, the sensors 
consist of an optical fibre of 250 µm diameter, 
terminated with a gradient index (GRIN) lens of 1 mm 
diameter to focus the light onto the tissue (Fig. 1). The 
optical fibre and lens can be customised for the 
requirements of different applications.  In our case, the 
length of the sensor probe (fibre + lens) was 1 m. The 
GRIN lens has a rigid length, L = 5 mm, a diameter of 
1 mm and a working distance, WD = 2 mm, as shown in 
Fig. 1a. The distances are inferred using the (complex) 

master slave interferometry ((C)MS) method [2-3]. The 
conventional Fourier transform (FT) approach, for both 
implementations (CBI and SSBI), could limit the 
achievable resolution and cost. Since the instruments are 
built using optical fibres, matching their lengths in the 
arms of the interferometer with high accuracy to avoid 
dispersion effects would be challenging. To compensate 
for unbalanced dispersion, hardware and/or numerical 
methods would then need to be implemented, leading to 
an increase in the complexity of the system and 
requiring heavy computation. In comparison, when 
using MS, the intrinsic dispersion compensation 
provided by the calibration procedure means that 
variations in the length of the optical fibre or lens are 
tolerated without compromising the accuracy. 

 
Fig. 1 Schematic diagram of a generic flexible bronchoscope 
(a).  Inset photo of the sensor used for the present study (b) 

 
Fig. 2 CBI instrument: Sensitivity drop-off using the MS (a) 
and FT method (b) and the variation of axial resolution (c).  

RESULTS 
CBI instrument: Both MS and FT based instruments 

produce similar results in terms of sensitivity (Fig. 2(a- 
b) and resolution (Fig. 2c). The sensor has a resolution 
ranging from 15.8 to 38 µm within a limited axial range 
(up to around 2 mm). The reflectivity profiles (Fig. 2(a-
b)) were obtained by altering the length of the reference 
arm in the interferometer. 
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Fig. 3 CBI: axial reflectivity profiles obtained for different 
axial positions of the probe with respect to the sample (paper). 
    The axial reflectivity profiles depicted in Fig. 3 were 
generated using a sheet of paper as a sample. To 
produce them, the sample was kept stationary while the 
sensing probe, placed on a micrometre-resolution 
translation stage (TS) was moved away from it. The 
peak of the reflectivity profile (zmax) is assumed to be 
the position of the sample. We consider that the 
maximum axial range is achieved when the amplitude of 
the signal decreases to a level that is twice the noise 
level. For our particular CBI instrument, the maximum 
achievable depth is measured as zmax = 1.261 mm. 
     SSBI instrument: In comparison to the CBI case, the 
SSBI instrument provides a much longer axial range and 
better sensitivity. When implemented via MS, it also 
offers flexibility in the choice of axial range to be used 
which is dictated by the maximum sampling rate of the 
digitizer employed.  

 
Fig. 4 For a SSBI instrument: Axial resolution at different 
depth positions (a) and sensitivity drop-off vs depth obtained 
using the MS method (b). 
    The SSBI instrument uses a digitizer able to sample 
data at high speed (500 MS/s), providing a very long 
axial range of over 12 mm. As illustrated in Fig. 4b, the 
sensitivity drops by a factor of 2 over 6 mm depth 
range, while the axial resolution varies from 15 to 
40 µm over 15 mm. When using paper, the position of 
the sample can be determined correctly even when the 
sample is as far as 9.5 mm from z = 0 (Fig. 5). To 
evaluate the accuracy of the sensor, the position of the 
sample was determined using the MS method as well as 
by using the digital position sensor of a TS (Fig. 6). The 
accuracy of MS is that given by the axial resolution.    

 
Fig. 5 SSBI: axial reflectivity profiles obtained for different 
axial positions of the probe with respect to the sample (paper). 

 
Fig. 6 SSBI: position of the sample measured by MS vs 
position measured using the digital sensor of the TS. 
    Figure 7 shows temporal monitoring of a tissue 
sample (human thumb) over 5 s, while the sensor is kept 
stationary. The MS system can perform a measurement 
every 10 µs over a range from 0 up to nearly 10 mm. 
However, in Fig. 7, to distinguish between successive 
points, only 500 points are displayed, which 
corresponds to measurements performed every 100 ms.  

 
Fig. 7 Temporal monitoring of sample’s position. 

CONCLUSION 
Both instruments, CBI and SSBI, can easily be 

interfaced with distance sensor probes, and provide high 
accuracy distance measurements only limited by the 
inverse of the bandwidth of the source (CBI) or the 
tuning bandwidth (SSBI). Although the CBI presented 
here cannot provide a long axial range, it may be 
assembled for a lower cost than the SSBI. However, 
progress in the development of SS sources together with 
the use of technologies such as MS can reduce the cost 
of the SSBI instrument tremendously so it becomes 
acceptable for medical use. SSBI is the technique of 
choice if a large axial range is needed, taking advantage 
of the progress in the coherence length of swept sources.  
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INTRODUCTION 

A variety of models have been developed to describe 
the kinematics of concentric tube robots [1,2]. While 
some of these are based on mechanics-based modeling 
[1], others employ parametric [1] and nonparametric [2] 
models. Almost all modeling attempts neglect history-
dependent effects, i.e., the dependence of robot shape 
and tip location on prior motion. Physically, these 
effects can arise from phenomena such as friction and 
hysteretic stress-strain. Furthermore, such state 
dependency has been observed experimentally.   

While the neglect of these effects may be justifiable in 
order to simplify and speed kinematic computations for 
real-time control, it is worthwhile to understand the 
effect of unmodeled state dependency on the accuracy 
of state-independent models.  

Consider the three-tube robot in Fig. 1 that consists of 
a proximal pair of tubes that rotate, but do not translate 
with respect to each other and a distal tube that can 
rotate and translate with respect to the proximal pair. 
The robot configuration (neglecting rigid body 
displacements) can be defined by two relative rotation 
angles and one translation. Considering only the two 
rotations, a specific configuration can be approached 
from four angular “directions,” which actually result in 
four robot tip positions for the same configuration.  

 

 
Fig. 1. Four experimentally measeured robot tip positions 
corresponding to same relative rotation angles, but different 
directions of approach. Tube parameters in Table 1. 
 

To calibrate a state-independent model of this robot, 
one could collect data in a number of ways. For 
example, one could sequentially increment each of the 
two relative angles through complete revolutions. 
Depending on the selected directions of rotation, that 
would correspond in Fig. 1 to collecting all data points 
in, e.g., configuration 1. Since for arbitrary robot 
motions, all four configurations are equally likely, this 
would introduce a systematic bias in the calibrated 

model and likely increase model error when tested 
against a verification data set – unless, of course, the 
verification data was collected with the same bias.  

Alternately, one could design a data collection 
algorithm to select a random direction of approach for 
each sample configuration. This is an appropriate 
technique for acquiring a verification data set and, if 
also used to acquire training data, it would eliminate the 
dirctional bias and could reduce modeling error.  

As a final alternative, consider the mean position of 
the four directional configurations, which is also shown 
in Fig. 1. A model trained on the set of mean positions 
for all configurations is likely to produce the smallest 
error when validated against data collected with random 
directions of approach. Such a calibration method is 
time consuming, however, since actual robot position 
must be measured 2n times, where n is the number of 
rotational joints.  

One can speculate, however, that the mean position 
corresponds to the position the robot tip would take if 
there were no state-dependency in the robot’s behavior. 
This suggests that if there was a technique to shake a 
robot free of its history dependence as it approached a 
configuration, one could reduce collection of the 
calibration data set to one point per configuration while 
still reducing modeling error to what could be achieved 
using the mean of all potential configurations.  

Dithering has long been used to reduce the effect of 
friction and we have also used a type of dithering to 
drive elastically unstable tube sets to configurations 
inside the major hysteresis loop created by the 
instability [3]. In this case, dithering refers to driving 
the tubes to the desired relative angles following an 
oscillatory path of decreasing amplitude in joint space.  

MATERIALS AND METHODS 
A three-tube robot, with parameters given in Table 1, 

was used with an electro-magnetic (EM) sensor to 
capture the tip position. This robot design is chosen as it 
possesses a large workspace relative to other designs 
[1]. Two kinematic models were used for calibration – 
the mechanics-based model of [1] and the truncated 
Fourier series model of [1].  

To validate the calibration concepts proposed above, 
we collected and compared two different calibration 
data sets of robot tip positions. One dataset was 
acquired using dithering to minimize path history 
effects, while the other dataset included four 
measurements of tip position for each joint space 
configuration, corresponding to the four angular 
directions of approach. Each dataset included 512 joint 
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space configurations (base rotations and translations) 
evenly distributed over the joint space.  

In the data set acquired without dithering, the four 
measurements corresponded to the following rotation 
directions of the second and third tubes relative to tube 
1: (1) CCW,CCW, (2) CCW,CW, (3) CW,CCW and (4) 
CW,CW. A third data set was collected for verification 
of the calibrated models that consisted of 500 random 
configurations. To reflect real-world conditions, the 
directions of approach for each configuration in this set 
were selected using a random number generator.  
Table 1. Tube Parameters. 

 Tube 1 Tube 2 Tube 3 
Section 1 Section 1 Section 2 Section 1 

Length (mm) 150 150 150 86.4 
Radius of 

curvature (mm) 
265 265 ∞ 

(straight) 
55 

Relative 
stiffness 

1 1 0.2857 0.2857 

RESULTS 
To verify if the dithered data set is equivalent to the 

data set that includes all four approach directions, we 
first computed the mean positions of the latter and 
compared them with the former. The dithering consists 
of a sequence of 20 angular offsets: {+40o, -38o, +36o, 
…, -2o, 0o}. The dithered positions are good 
approximations to the mean of the 4 undithered 
positions, with average and maximum distances 
between them of 0.5025mm and 1.4716mm, 
respectively. This provides some support for our 
hypothesis that dithering can average out path-
dependent phenomena. 

Next we calibrated the mechanics-based and truncated 
Fourier series models using four different subsets of our 
calibration data sets and compared them all using the 
verification data set. The first two training sets 
correspond to the complete dithered and undithered 
training data sets. We anticipate that these two sets will 
produce comparable errors. The third training set was 
the subset of undithered data associated with directions 
(1) CCW,CCW. This set corresponds to the typical 
approach one would use to collect data when neglecting 
path-dependent effects. The fourth training set was a 
subset of the undithered data set in which one of the 
four directions was selected randomly for each 
configuration.  

The mean and maximum errors for the four training 
data sets and two models are given in Tables 2 and 3. 
As anticipated, the dithered data set and the full 
undithered data set give comparable results. The biased 
subset of the undithered data produces the largest errors. 
The use of a directionally-random subset of the 
undithered data produces smaller errors, but not as small 
as those provided by the dithered and full undithered 
data sets.  

The choice of training data set also affects the 
comparison of the two kinematic models. Based on the 
biased undithered sets, which likely have been used in 
many prior papers, the accuracy of both models is 
comparable. When compared using the dithered and full 

undithered data sets, however, the truncated Fourier 
model significantly outperforms the mechanics-based 
model. The difference in modeling error is likely related 
to the relative expressive power of the two models as 
determined by the number of parameters (9, mechanics-
based; 343, truncated Fourier series). A representative 
robot configuration is given in Fig. 3. 
Table 2. Prediction errors of mechanics model on 500 random 
evaluation configurations. 

Calibration data set 
(number of measurements) 

Mean error 
(mm) 

Max error 
(mm) 

Dithered set (512) 3.3 (±1.6) 9.4 
Full undithered set (2048) 3.3 (±1.6) 9.5 
Biased undithered set (512) 4.5 (±2.4) 14.5 

Random undithered set (512) 3.3 (±1.6) 9.0 
Table 3. Prediction errors of truncated Fourier model on 500 
random evaluation configurations. 

Calibration data set 
(number of measurements) 

Mean error 
(mm) 

Max error 
(mm) 

Dithered set (512) 2.3 (±1.3) 7.2 
Full undithered set (2048) 2.3 (±1.3) 7.1 
Biased undithered set (512) 4.1 (±2.5) 14.5 

Random undithered set (512) 3.5 (±2.2) 12.8 
 

 
Fig. 3. Representative configuration illustrating large 
model errors. (Calibrations using dithered data set.) 

DISCUSSION 
We have demonstrated that standard approaches to 

calibration data collection introduce bias and increase 
modeling errors owing to the dependence of concentric 
tube robot configuration of path history. We have also 
introduced a dithering technique that can be used to 
avoid bias while also dodging the collection of multiple 
data points for each configuration. While we have only 
considered the path dependency of tube rotation here, 
tube translation should also be considered.  
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INTRODUCTION 
Actuation of an endomicroscope tip is a major 

technological challenge. In the realm of gastro-intestinal 
endoscopy, this possibility brings tremendous potential 
to accurate navigation and diagnosis as closely as 
possible to the tissue. In order to reduce invasiveness of 
medical/surgical operations and to improve standard 
endoscope’s accuracy, this paper introduces a novel 
biocompatible micro-actuation technique of tubes able 
to house diagnosis tools to perform fiber-based optical 
biopsy or laser surgery. After comparison of different 
techniques of micro-actuation, ElectroActive 
Polymers (EAP), and particularly Conducting 
Polymers (CP) are selected for several reasons. Indeed, 
they require low operating voltages (< 2 V) while 
providing large deformations, biocompatibility, 
softness, and high miniaturization potential [1]. These 
actuators can undergo volume change by applying a 
potential of reduction or oxidation onto the component 
electrodes, which results in the expansion or contraction 
of the polymer by absorption or expulsion of ions. The 
latter are provided by a surrounding electrolyte in 
aqueous form or as gel to allow for encapsulation. One 
of the less energy consuming CP, PolyPyrrole (PPy) is 
studied hereby. The challenge is to bend tubes with 
diameters smaller than 1.5 mm with PPy-based micro-
actuators of approximately 10 µm in thickness for use in 
active endomicroscopy. The kinematic benefits of such 
an actuation were studied in combination with 
concentric tube paradigm [2] and the first integration of 
such actuators in a soft robot was introduced [3]. The 
general concept is depicted in Fig. 1. In the following, 
the technological development is detailed and the first 
experimental results are reported. 

MATERIALS AND METHODS 
All micro-actuator samples are constructed by 

electrochemical polymerization process using a PGP 201 
potentiostat (Radiometer Analytical, Loveland CO, 
USA) controlled by VoltaMaster 4 software. A standard 
three-electrode system is linked to the potentiostat and 
composed by Ag/AgCl electrode as reference electrode 
and a platinum sheet as counter-electrode. The working 
electrode is a PolyVinylidene DiFluoride (PVDF) 
membrane Immobilon-P (Merck Millipore Corp., 
Darmstadt, Germany) of 110 µm in thickness. The 

interest in using this membrane relies on the 0.45 µm 
diameter pores, thus it can absorb and permits transport 
of electrolyte during actuation. Prior to its introduction in 
the polymerization setup, conductance of the membrane 
is supplied by vacuum plasma sputtering of 40 nm 
chromium/gold layer on both sides. Further, the 
electrochemical deposit is performed based on Yamaura 
et al. protocol [4] and Gairhe et al. process [5]. Thus, 
low oxidation potential (< 1 V) and current density 
(0.1 mA/cm²) are applied, while operating at low 
temperature (~ -25°C). In order to provide better 
adherence and compactness to the polymer layer, organic 
solvent is selected, namely Bis(TriFluoromethane) 
SulfonImide Lithium salt (LiTFSI) at 0.05 M and 99% 
pure pyrrole at 0.06 M (Sigma Aldrich, Saint Louis, MO, 
USA). 

 
 
Fig. 1 Concept of a continuum robot founded on concentric 
tube paradigm with variable curvatures using soft micro-
actuators based on EAP. An optical bench is embedded in the 
robot’s end-effector as an example. 

EXPERIMENTAL RESULTS 
After synthesis, a micro-actuator of 35×2×0.15 mm3 is 

patterned. For actuation, the sample is immersed in the 
actuating solution composed by 0.05 M of LiTFSI 
diluted in propylene carbonate. 

a. PPy thickness impact on generated force 
Force measurements are performed using the 

experimental setup depicted in Fig. 2. The micro-
actuator is fixed to a conductive gripper ensuring both 
mechanical fixation and power supply. A FT-S-1000 
force sensor (FemtoTools AG, Buchs, Switzerland), 
shown in Fig. 2b, provides up to 1000 mN measurement 
range with a resolution of 0.05 µN at 10 Hz. Further, a 
camera is set in order to monitor the experiments and to 
align the actuator movement with the sensor’s probe 
sensitive direction (Fig. 2b). The latter works in 
compression and traction and has a width of 50 µm, 
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consistent with the actuator’s width of 2 mm to ensure 
full contact during motion. Control power and data 
acquisition are performed via a Matlab/Simulink 
program. Measurements are ensured to start at the 
closest possible position to the probe to prevent 
disturbances due to dynamics effects. 

 
 
Fig. 2 Experimental setup to measure generated forces of the 
PPy based micro-actuator. a) Actuator at a measurement 
configuration and b) force sensor. 

Over incremental actuation voltages ranging from 0.2 
to 2.2 V, the maximum generated force at the tip is 
considered. Results of force sensing are depicted in 
Fig. 3 for polymerization durations from 2 to 14 hours. 
Maximum forces range from 175 to 425 µN. 

 
Fig. 3 Impact of polymerization time on maximum generated 
forces at the micro-actuator tip. 

b. PPy actuated tube for laser steering 
As an application example, the planar micro-actuator 

is fixed to a silicone tube of 1 mm diameter using a 
heat-shrinkable sleeve at the lower end, as depicted in 
Fig. 4. Optical fiber linked to a laser generator is placed 
inside the tube. The system is then actuated and the 
laser is steered to a maximum displacement of 5 mm. 
This proves motion capabilities of PPy-based micro-
actuator notwithstanding its softness. Thus, using a soft 
actuator while generating sufficient output force 
provides medical/surgical applications with operational 
yet safe approach. The range of displacement is 
satisfactory to operate B-scans with optical coherence 
tomography (OCT) compared to MEMS based 
probes [6], and mosaicking with confocal laser 
endomicroscopy [7]. 

DISCUSSION 
This paper presents first prototype integrating                                                                                                                                                 

a PPy-based micro-actuator in a laser sweeping scheme. 
Further, the actuator’s maximum force is assessed with 
respect to its polymerization time. Overall, the forces 
were sufficient to perform 5 mm displacement. 

 
 
Fig. 4 Proof of concept of a PPy-based micro-actuator fixed 
with a tube embedding optical fiber linked to a laser generator. 
Video can be found at https://youtu.be/fwIC-UY1s38 
 

In order to increase the movement amplitude, longer 
polymerization time is required. Conversely, saturation 
of thickness growth during the fabrication process could 
prevent enhancing motion performances and reduce the 
dynamics. Using Interpenetrating Polymer Networks 
(IPN) is a promising technique to combine benefits of 
high-force polymers (i. e. PPy) and high-speed ones (i.e. 
Polyethylene oxide–polytetrahydrofurane, PEDOT). 
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INTRODUCTION 

Snake-like robots [1] have a great potential for mini-
mally invasive surgery, but one of the drawbacks is their 
open loop control architecture and lack of shape sensing 
capabilities. Moreover, this drawback is even more im-
portant when considering tendon driven small diameter 
robotic surgical instruments for snake-like robots. This 
leads to control issues caused by factors such as tendons 
backlash, elongation and crosstalk. Thus, it is desirable 
to close the control loop by incorporating shape sensing 
capabilities into the robotic tools. Fibre Bragg Gratings 
(FBGs) [2], magnetic sensors [3] and optical reflectance 
sensors [4] have been reported for this purpose. Alt-
hough FBGs provide high fidelity shape sensing, they 
are limited by their cost, size and complexity. As an 
alternative to FBGs and other shape sensors, we de-
signed a fibre-optic shape sensor to measure the bend 
angle in a single robot joint. A two-joint proof-of-
concept prototype with an outer diameter of 4 mm was 
built to demonstrate real time shape sensing. We 
achieved a mean measurement error of only 0.7°. Sever-
al joint designs were investigated to find the best trade-
off between accuracy, joint range and amount of re-
quired fibres. This paper discusses the different designs. 

METHOD – THE PRINCIPLE 

The angle measurement is done with a single joint as a 
proof of concept. This joint robot is controlled by in-
house software running on a PC. This software receives 
all inputs from the user interface and calculates the mo-
tor motion to move the joints. It communicates with 2 
motor controllers (Maxon Motors AG), which controls 
motors that alter the tensions in the tendons. A super 
continuum laser source (Fianium WL-SC-400-4, NKT 
Photonics A/S, Birkerød, Denmark) is coupled into a 
central optical fibre of 3 to 5 fibres that are secured 
within the base part of the robot. The light is reflected 
from the polished lower surface of the upper part of the 
joint and collected by the remaining 2-4 fibres. The col-
lected light is delivered to proximal phototransistors 
(Kingbright) for detection, and the signals are converted 
by a PSOC micro-controller and then received by the 
PC. The bend angle of the joint can then be calculated 
based on the light intensity detected at each phototran-
sistor and the control software can then take that meas-
ured angle into account. 

DISCUSSION OF EVOLVED DESIGNS 

We designed and tested multiple joints to find an op-
timal solution. In this paper we present the evolution of 
these designs and discuss the relative merits of each. 
Figure 1 shows the different design steps. All the pro-
posed designs share some required key features. In the 
centre of the link is a core channel through the full 
length of the instrument that is used to deliver a CO2-
laser fibre for soft tissue ablation or to contain tendons 
for the control of further joints/tools. On the sides of the 
core are two channels for tendons to actuate the joint. 
The design phase presented in Figure 1 showing a sec-
tion view is described below: 
(a) Three optical fibres were positioned on either side 

with each fibre placed in a separate hole. The mid-
dle fibre on each side acted as the light source. The 
opposite link of the joint had the same V-shape 
shown in the figure. We were able to detect light 
for a small range of angles and had the following 
flows: Due to the angle of the opposite site the light 
was reflected away from the joint at quite sharp an-
gles and was not efficiently collected by the fibres. 
Further, the height of the fibres were different in 
this design, which also acted to limit the range of 
angles over which light was collected. So only a re-
duced joint angle range was measurable.  

(b) This design had a flat surface on both sides of the 
joint. The flat surface on the opposite link improved 
the range of detection of the reflected light. The de-
sign had three fibre channels which were located on 
the flat part. Because the fibres had a specific angle 
range in which they were able to collect light, the 
collecting fibre channels were angled to enhance 
the level of the received light signal, using light 

Fig. 1 The evolution of link designs. (h) is the final link de-
sign which is used to measure angels 
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pathway simulation. However, experimentally this 
design did not improve the collection efficiency due 
to manufacturing limitations. When placing all 
three fibres in the central channel we observed an 
improvement in the light collection. The biggest 
improvement was reached by having a flat surface 
on both sides and all fibres are at the same height. 

(c) In this design a single hole was used for all three 
fibres. This leads to further assembling difficulties 
such as fibre alignment and twisting fibres. If the 
fibres cross, they come out with an undefined an-
gle. We required all fibres to be parallel and for the 
emitting fibre to be positioned in the centre. 

(d) In this design three smaller holes were used to bet-
ter align the fibres. This resulted in the need to 
change the manufacturing process to obtain smaller 
tolerances. The printing process was switched from 
a metal selective laser melting technology printer, 
Mlab cusing (ConceptLaser, Germany), to a scan 
spin and selectively photocure technology printer, 
Ultra HD (EnvisionTEC, USA). However, the re-
sulting smallest feasible holes were still too large to 
ensure a tight fit and a good alignment of the fibres. 

(e) Design (e) aimed to tackle the same problem as (d). 
One large hole was divided into three smaller holes. 
The idea was to first insert the central fibre and 
then insert the left and right fibres using the addi-
tional outer channels. These were guided along the 
central fiber. Unfortunately, the minimum achieva-
ble channel size was too large and led to fibre over-
lap.  

(f) In design (f) we exchanged the fibre from a multi-
mode fibre with 50µm core diameter (Thorlabs Inc, 
USA) to a multimode fibre with 200µm core di-
ameter (Thorlabs), which provided considerable 
advantages. It has a stronger jacket and thus was 
more robust while bending. The hole size had to be 
increased to fit the new fibre. These fibres had no 
overlap problems and ideally fit into the minimum 
sized holes. This simplified the assembly. The fibre 
aligned at the same height, protruding from the sur-
face slightly. With this design a good distinctive 
coverage of a small angle range was achieved. 

(g) To improve the the angle range measurement we 
added one fibre at each side (two fibres in total). 
This increased the measurable range. We added an 
opening to the side of the joint, which provided ac-
cess to the fibres and enabled us to align the fibres 
more accurately and and fix them in position.  

(h) We discovered that positioning the upper part of the 
robot joint slightly further from the optical fibers 
increased the range of measurable angles. Thus, in 
the final design the distance between the optical fi-
bres and the upper reflective surface was increased.  

RESULTS AND DISCUSSION 

Using the final design (h) we were able accurately 
measure angles. This optimised setup contained five 
optical fibres: one emitting fibre and four receiving fi-

bres. We used a multimode fibre with 200µm core di-
ameter (Thorlabs Inc, USA) because of its wide emis-
sion/collection angle as well as its robustness. The emit-
ting fibre together with two receiving fibre were located 
in the middle hole. These three fibres fit tightly into this 
hole with no overlap. Two further fibres (one on each 
side) were placed in the outer channels. These extended 
the range of the angle measurement significantly. All 
fibres were levelled at the same height, protruding 
slightly from a flat surface. The joint containing the 
fibres had a flat surface for the fibres as well as a flat 
opposite reflecting surface. The distance from the fibres 
to the reflective surface had a strong effect on the col-
lection efficiency and was optimised to allow effective 
angle measurements. We tested several different heights 
to reach the optimal distance. The reflective surface had 
to be flat and smoothly polished. The degree of polish-
ing is important for the measurement, although a manu-
al polishing was sufficient in our case. The alignment of 
the fibres is crucial: we found that they have to sit at 
exactly the same height (protruding slightly) and must 
be parallel to one another. If they were positioned with-
in the joint, their range of collection angles were severe-
ly limited.  

Using the final design (h) we built a prototype with an 
outer diameter of 4 mm. This design allowed us to re-
ceive specific light distributions through the fibers in the 
whole angle range of -20 to +20 degree. The prototype 
was implemented and trained with a multilayered per-
ceptron. It was able to measure the joint angle with a 
mean error of 0.7°these are promising results for joint 
angle measurement. 

This design has to be tested in realistic environments 
before use. We believe it is possible to control the envi-
ronment with a sheath covering the tool to seal it from 
outside influences. This is a demonstration of the prin-
ciple based on the assumption of a controlled environ-
ment. Future work will investigate the influence of the 
environment on a sheath covered instrument (water 
condensation, smoke, etc.) on a multi joint system. 
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INTRODUCTION 
The da Vinci® Surgical System (dVSS) is the most 

widely used robotic surgical system, providing 
improved precision, control, and intraoperative 
visibility, with a range of interchangeable tools 
available for performing various surgical tasks 
[1].  However, no bone cutting tool exists commercially 
for the dVSS.  The lack of a dVSS bone cutting tool is a 
drawback when using the system to perform surgeries 
where bone cutting is required. The surgeon must 
undock the robot to manually perform the bone cutting, 
interrupting surgical workflow [2].  Additionally, 
traditional handheld cutting tools are limited in 
precision and control, posing a risk to soft tissues in 
delicate procedures.  For the proposed tool, ultrasonic 
cutting was selected over traditional saws/burrs due to 
reduced risk to soft tissue structures, reduced blood loss, 
improved visibility, and increased cutting precision [3].  
The novel tool aims to combine the benefits of the da 
Vinci system and ultrasonic cutting, and is designed for 
surgeries with the da Vinci system where bone cutting is 
required, including craniofacial and neurosurgical 
operations.  This paper will explore the finite element 
analysis (FEA) results of the initial design. 

MATERIALS AND METHODS 
Ultrasonic bone cutting tools employ high frequency 

mechanical vibrations of a metallic cutting tip to impact 
and cut bone.   The cutting blade vibrates at a frequency 
in the range of 20-30 kHz, with displacements of 15-350 
microns [4].  The ultrasonic vibrations are created by a 
piezoelectric transducer. Vibrational motion is created 
by applying alternating current of a certain frequency to 
the piezoelectric material, which expands and contracts 
at the same frequency.  The transducer is designed to 
operate at longitudinal resonance, where larger output 
amplitudes are possible for lower input electrical 
energy.  To accelerate the design of the tool, a suitable 
transducer was selected off-the-shelf: a 150W bolt 
clamped langevin type transducer operating at 28 kHz 
+/- 0.5 kHz.   

The output amplitude of piezoelectric langevin 
transducers is small, typically around 10-20 microns.  
This amplitude must be increased at the cutting tip to 
effectively cut bone [4], and so mechanical gain is 
incorporated into the rest of the ultrasonic system, 
which consists of a sonotrode/horn, a transmission rod, 
and the cutting blade (Fig. 1).  Each component of the 
system must operate at the same longitudinal frequency.  
As well, the system must have sufficient frequency 
separation between the longitudinal vibrational mode 

and undesirable modes, such as bending and torsional 
modes.   

If these modes are too close to the longitudinal mode, 
the power supply may ‘jump‘ to a nearby mode, causing 
undesirable behaviour.  Previous work suggests that 
10% is a sufficient amount of frequency separation [5]. 
Additionally, large stresses in the system due to the 
vibrational motion can result in fatigue failure of the 
device; stress must be minimized while still maximizing 
mechanical gain.  The device must also be long enough 
such that it passes the remote center of motion (RCM) 
of the dVSS, however, increasing length results in 
reduced bending and torsional stiffness, leading to the 
rise of undesirable modes.  SolidWorks CAD and 
ANSYS FEA software were used to design the tool. 
Modal analysis was performed on the entire ultrasonic 
system to determine frequencies and shapes.  Following 
modal analysis, harmonic analysis was performed by 
applying 15 microns of longitudinal displacement at the 
transducer output.   The piezoelectric elements were 
modelled as transverse isotropic material, defined by a 
total of nine elastic material constants.  All analyses are 
linear elastic, and contact was defined as either bonded 
or no separation (Fig. 2).  Parametric studies were run in 
ANSYS DesignXplorer to optimize the geometry of the 
sonotrode, transmission rod, and blade.  Key geometric 
features of the system were parameterized and assigned 
ranges.  For the initial design process a screening 

Fig. 2 FEA setup showing contact, boundary conditions, 
materials, and location of harmonic input 

Fig. 1 Ultrasonic cutting system showing amplitude output 
(green) corresponding to the length of the tool.  Nodes are 
points of zero vibrational motion, where the tool is mounted.  
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method was implemented, where a user-defined number 
of quasi-random designs were generated from the 
parameterized geometry.  Each design was analyzed 
with the goal of maximizing gain, maximizing 
frequency separation, and minimizing stress. The best 
candidates were determined based on the defined 
objectives, and the final design was selected by the user.   
Multiple iterations of this process were performed, and 
in total thousands of designs were assessed. The 
proposed design was chosen by maximizing the product 
of gain and frequency separation.  Aluminum alloy 
(7075-T651) was selected due to its low acoustic 
impedance and high strength-to-weight ratio.  

RESULTS 
Figure 3 shows a render of the proposed tool attached 

to the disk-driven adapter for the da Vinci platform, 
above a pediatric skull model.  The tool will be mounted 
on two bushings; a cable driven system enables roll.  
Analysis of initial designs showed that a second 
mounting location was required to reduce the proximity 
of bending modes to the desired longitudinal mode. 
When the tool is fully extended along the Patient Side 
Manipulator (PSM), the transmission rod and cutting 
blade extend approximately 50 mm past the remote 
center of motion.  For the proposed design, longitudinal 
resonance is predicted to occur at 28,501 Hz, with the 
next closest modes at 25,791 Hz (bending, 9.5% 
separation) and 31,427 Hz (bending, 10.3% separation).  
For the expected input of 15 microns, output amplitude 
of the cutting blade is predicted to be 141.4 microns, a 
gain of 9.63.  The maximum stress is predicted to be 
340 MPa (Fig. 4).  At its thinnest section of 4.0 mm in 

diameter, the transmission rod has a length of 93.4 mm.  
The cutting blade measures 17.3 mm long with a width 
of 1.1 mm.   

DISCUSSION 
This paper presents the idea of a novel ultrasonic bone 

cutting tool for the da Vinci platform, and initial FEA 
results.  As there are multiple conflicting design 
objectives, a more robust optimization algorithm will be 
implemented for future iterations.  Due to high stresses, 
fatigue analysis will be incorporated in future analyses.  
Following finalization of the design, the components of 
the ultrasonic system will be machined and the system 
will be assembled.  Experimental modal analysis will be 
performed to validate the FEA results.  The device will 
then be mounted to the da Vinci Research Kit and the 
cutting effectiveness will be tested on artificial bone. 
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Fig. 3 Render showing the tool above a pediatric skull model 

Fig. 4 von Mises stresses for 141.4 microns output at 
28,501 Hz; max stress is 340 MPa 

Fig. 5 Modal analysis showing sufficient frequency 
separation between modes.  Images show scaled modal 
shapes only and do not represent actual displacements. 
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INTRODUCTION 

Interventional bronchoscopy provides a less invasive 
way of nodule biopsy for lung cancer patients. 
However, it is a challenging task to steer the scope 
towards peripheral airways due to the complexity of 
narrow distal branches. Thus far, several interventional 
tracking techniques have been investigated to assist 
bronchoscopic navigation including Electromagnetic 
(EM) tracking and 2D/3D image registration [1]. The 
major limitations of EM based navigation approaches 
are field distortion and airway deformation caused by 
breathing. On the other hand, image-based methods are 
more tolerant to airway deformation, but the lack of 
reliable salient features that can be detected on the 
airway surface restricts its performance. It has been 
shown that image registration based on geometrical 
information such as pq-space [2] or depth [3] can be 
more robust than direct registration methods based on 
image intensity.  

        In this paper, we present an image-based 
navigation approach tailored for robot assisted 
navigation in the distal airways with smaller lumen 
sizes, an increasing number of bifurcations, and larger 
respiratory motion. Airway bifurcations are detected by 
applying the Maximally Stable Extremal Region 
(MSER) detector on the depth maps recovered from 
either bronchoscopic videos or virtual views generated 
from the 3D CT airway model. An airway descriptor 
based on shape context [4] that encodes both local 
structural characteristics and global spatial relationships 
of airway bifurcations is proposed. Continuous camera 
tracking is achieved by registering video images to CT 
airway model using optimal airway feature matching. 
The proposed tracking method has been validated on 
both phantom data and in-vivo data and the results 
obtained show improved accuracy compared with the 
depth-based registration approach [3].  

MATERIALS AND METHODS 
Detection of airway bifurcations 

Depth maps are generated and used to compute airway 
bifurcation features due to their robustness to 
illumination artefacts and surface texture [2]. The depth 
maps of the bronchoscopic video data 𝑧! are recovered 
using a Shape from Shading (SFS) method tailored for 
the endoscopic environment [5]. A virtual camera with 
the same intrinsic parameters as the bronchoscope is 
simulated and moved along the centreline of a patient-
specific CT airway model from the trachea to the 
bronchioles.  A CT reference depth map 𝑧!" is generated 
at each point along the centreline with the camera 

direction being tangential to the centreline. The MSER 
detector is applied to the depth maps to extract a set of 
salient regions 𝑅!,   !!!… !. Only those single detections of 
distinct airway bifurcations are kept. Non-circular 
regions (𝑓!"#! 𝑅! < 𝑡ℎ𝑟!"#!), wall regions (𝑚𝑖𝑛 𝑧 𝑅! <
𝑧!"##) and multiple detections of the same salient region 
𝑅!  (𝑅! 𝑅! = 𝑅!  and  𝑅! − 𝑅! ∀𝑅! = {}  where  𝑘 ≠ 𝑖, 𝑗 ) 
are removed. The detection of anatomically meaningful 
MSER regions on the depth maps of a video frame and 
its corresponding CT virtual view is illustrated in Fig. 1. 
 

 
Fig. 1 The detection and filtering of the salient airway regions 
(colour labelled) on the depth maps of (a)-(c) a video image 
and (d)-(f) its corresponding 3D view reconstructed from CT.  
 
Local and global airway representation 

Our aim is to represent each part of the airway along 
the centreline based on the number of bifurcations, their 
shape, size and spatial association. For this purpose, an 
airway descriptor is proposed to capture the local 
structural characteristics of each bifurcation region 𝑅! 
while incorporating the global distribution of the 
boundary points of the detected bifurcations. The local 
shape context of region 𝑅!  is represented by a 4D coarse 
histogram 𝐻!!  which describes the relative radial and 
angular distribution of the boundary points of 𝑅!, as well 
as their maximum principle curvature and depth values.  

 

𝐻!! 𝑘 = # 𝑞 ∈ 𝐵 𝑅! : 𝑞 − 𝐶 𝑅! , 𝑧 𝑞 ,𝑃!"#(𝑞) ∈ 𝑏𝑖𝑛 𝑘   1   
 

where, 𝐵 𝑅!  and 𝐶 𝑅!  are the boundary points and 
centroid of region 𝑅!, respectively. 𝑃!"# 𝑞  and 𝑧 𝑞  are 
the maximum principle curvature and depth value at 
point 𝑞 , respectively. The block feature around the 
centroid of the region on the depth map is also extracted.  

A global shape context is computed to describe the 
spatial distribution of the other detected bifurcations 
relative to region 𝑅!. It is represented by a 2D coarse 
histogram 𝐻!!  of the relative radial and angular 
distribution of the boundary points of all the remaining 
regions. 
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𝐻!!(𝑘) = # 𝑞 ∈ 𝐵 𝑅! , 𝑡 ≠ 𝑖: 𝑞 − 𝐶 𝑅! ∈ 𝑏𝑖𝑛 𝑘   (2) 
 

The radial-angular bins of both 𝐻!!(𝑘) and  𝐻!!(𝑘) are 
centred at point 𝐶 𝑅! . A reference radius 𝑟!"# is defined 
by the mean distance 𝑑!"#$ between the boundary 
points of all the detected bifurcations on the CT depth 
map. The reference orientation axis for the angular bins 
is set to the horizontal axis of the image for video data. 
For the CT airway descriptor, different orientations are 
considered in order to find the reference orientation 
𝜃!"# that gives the best matching to the video data. 

Feature matching between the CT reference frame and 
a candidate video image is achieved by minimising the 
total cost of matching between their descriptors. The 
cost of matching one region 𝑅!!  on the video data and 
one region 𝑅!"!  on one of the pre-computed CT depth 
maps is given by Eq. (3).  

𝐶!" ≡ 𝐶 𝑅!"! ,𝑅!! = 𝐶! + 𝐶!" + 𝐶!"                 (3) 
𝐶! is the normalised correlation score between two patch 
descriptors, 𝐶!"  and 𝐶!"  are the distances of the local 
and global descriptors estimated using the 𝜒! test. The 
total cost of feature matching is solved with the 
Hungarian method. 
 
Camera localisation 

Camera localisation is achieved by identifying the 
virtual camera view with the highest similarity to the 
examined video image. The state of the camera location 
is defined as 𝒔 = 𝑑, 𝜃, 𝑙 , where 𝑑 is the distance of the 
camera location from the trachea point along the 
centreline, 𝜃 is the rotation around the centreline with 
respect to the initial orientation of the virtual camera, 
and 𝑙  is the centreline branch where the camera is 
located. The estimation of the camera state is solved by 
minimising the total cost of matching the features in the 
video image to the pre-computed CT depth maps. 

𝜑 𝑧!" , 𝑧! = min
!,!,!

𝐶 𝑅!"! 𝑑, 𝜃, 𝑙 ,𝑅!! !

!

        (4) 

𝜋 𝑖  is the matched region index in the video image to 
𝑅!"! . Particle swarm optimisation was applied to find 
the optimal camera state for the non-differentiable cost 
function. The camera state of the previous frame is used 
to initialise the camera state for the next frame. 

RESULTS 
The proposed tracking approach was validated on data 

from a silicon human lung phantom and three 
bronchoscopic examinations of the distal airways 
performed with an Olympus BF-260 scope. The image 
resolution was 313×307 pixels. CT airway models were 
segmented from 1mm slice-thickness CT scans. The CT 
airway descriptors are computed on the depth maps 
sampled with a distance interval of 0.01mm along the 
airway centreline. For MSER region detection, a step 
size of 0.2 and a maximum area variation of 2 are used.  
 

Parameter 𝑡ℎ𝑟!"#!  𝑧!"## 𝑏!"#  𝑏!"# 𝑏!"# 𝑏!"#  
value 0.4(v),0.6(c) 0.25 12 5 5 5 

Table 1. Parameters for MSER filtering and local and global 
airway descriptors. 𝑏 is the number of bins. 

The values of parameters used for MSER region 
filtering and construction of airway descriptors are set to 
values as listed in Table 1. The relatively lower 𝑡ℎ𝑟!"#! 
for video data is to include deformed airway bifurcation 
regions with lower circularity. A patch size of 5×5 
pixels is used for the local patch descriptor. A log scale 
was used for binning the angular distances in the range 
of [1/8, 2]×𝑑!"#$ . The continuously tracked camera 
location on airway centreline with the proposed method 
has been compared to the state-of-the-art depth-based 
localisation approach in [3]. Manually registered camera 
locations along the centreline are used as ground truth. 
Quantitative analysis of the distance error on the 
validated datasets is summarised in Table 2.  
 

Dataset (frames) Airway ∅ 𝜇 𝛿!  𝜎 𝛿!  𝜇 𝛿!  𝜎 𝛿!  
Phantom (271) 8.3 - 12.2 17.28 12.83 10.63 9.13 
In-vivo 1 (393) 5.6 - 8.3 41.33 16.05 15.33 13.02 
In-vivo 2 (260) 8.3 - 12.2 27.42 14.52 9.26 9.45 
In-vivo 3 (190) 5.6 15.39 4.35 9.79 7.47 

Table 2. Mean µ  and SD σ  of the distance error of the 
proposed method 𝛿! and depth-based registration δ! in mm. 

DISCUSSION 
Reliable intra-operative tracking is a prerequisite of 

robot assisted endobronchial navigation. Our results 
show that the proposed airway descriptor outperforms 
the depth-based registration approach with significantly 
higher accuracy at distal airway locations for both 
phantom and in-vivo validation. The method is robust to 
large tissue deformation because the airway description 
is based on shape context which allows a certain degree 
of variation in the local bifurcation structure and also it 
incorporates the global spatial relationship of the 
bifurcations which is not significantly affected by the 
tissue deformation. 

Camera tracking can be temporarily affected if the 
airway features detected on the video images are 
affected by noise and structural artefacts. However, 
correct tracking resumes when bifurcations reappear in 
the video. To conclude, the validation results verify the 
improved performance of the proposed method in 
dealing with tissue deformation, fast camera motion and 
image artefacts at distal airways compared to the depth-
based bronchoscope localisation method, indicating its 
potential value for clinical use.  
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INTRODUCTION 

Psychological studies on eye movements have 
documented a temporal and spatial relation of gaze 
direction with the requirements of performed motor 
tasks. The oculomotor system directs the gaze towards 
the spot of greatest interest in the scene, the point 
providing the most information for the task at hand [1]. 

Eye tracking has been used in radiology for the 
evaluation of the visual search process to determine the 
effectiveness of displays in radiology workstations [2]. 
More recently eye tracking technology has started being 
used in surgeries, mainly for the quantitative assessment 
of surgical skills during minimally invasive surgeries. 
Significant differences have been found in the eye 
movements of novices and experts during the 
performance of surgical tasks [3] and it has been 
demonstrated that skill assessment is improved when 
eye-gaze data is added to surgical tool motion data [4]. 

The eye tracking data used in the previously 
mentioned studies is two-dimensional, since most 
applications are based on 2D images or videos. 
However, the increased importance of 3D imaging and 
image-guided surgical procedures in the operating room 
demands the analysis of gaze data in 3D space. The 
purpose of this work is to assess the feasibility of 
combining both eye tracking and head positioning to 
estimate gaze in the 3D space.    

MATERIALS AND METHODS 
The proposed framework (Fig.1) combines the use of 

a wearable eye tracker device (Tobii Pro Glasses 2, 
Tobii Technology, Danderyd, Sweden), an optical 
tracking system (Polaris®, NDI, Waterloo, Canada) for 
the real-time positioning of the user’s head and a 3D 
scanner (Artec Eva™, Artec 3D, Luxembourg) for the 
tridimensional modeling of the objects in the 
workspace.  

In addition, an application was developed in 3D Slicer 
[5], a free open-source platform for the analysis and 
visualization of medical images, which receives the 
gaze data from the eye tracking glasses through a 
wireless Ethernet connection and the head positioning 
data from the optical tracking system through 
OpenIGTLink communication protocol [6] using PLUS 
open-source software [7].  

 
 

The proposed methodology consists of four steps: 

 
Fig. 1 System overview 

 

1) 3D modeling: A model of the workspace is 
generated using the 3D scanner. Several visual 
markers must be attached to the scene before 
scanning for calibration and registration purposes. 
 

2) User preparation: The wearable eye tracker and a 
set of three reflective spheres, visible by the optical 
tracking system, are attached to the user’s head 
using elastic and adjustable straps. Gaze tracking is 
also possible for those users with eye vision 
problems, either using glasses or contact lenses.  

 

3) Calibration: A calibration procedure is required to 
compute the relationship between the eye tracker 
and the optical tracker coordinate systems. During 
this process the user is asked to focus on 6 visual 
markers attached to the workspace while gaze data 
and head position are recorded. A minimization of 
the shortest distance between each gaze line and 
corresponding marker 3D position is performed 
using L- BFGS -B algorithm [8]. 
 

4) Navigation: Once calibrated, the system is able to 
display the 3D gaze line in real-time and it is 
possible to visualize which region of the 3D 
workspace (generated model) the user is looking at.  

The experimental setup for the performance 
evaluation of the proposed system consists of a room 
simulating a simple surgical scenario (Fig. 2). A set of 
16 visual markers were attached to the scene: 6 of these 
markers are used for the calibration of the system 
(calibration markers) and the remaining 10 for accuracy 
evaluation purposes (evaluation markers). 
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Fig. 2 Distribution of visual markers in workspace 

 

First, the system was calibrated asking users to focus on 
each of the calibration markers during 3 seconds. Then, 
users were asked to look at each of the 10 evaluation 
markers in the scene for 3 seconds in order to assess the 
accuracy of the 3D gaze tracking system. During this 
time, samples of the gaze direction and the head 
position were recorded and 3D gaze lines were 
estimated. A total of 20 repetitions of this experiment 
were performed. Gaze tracking error was measured as 
the shortest distance between gaze lines and marker 
positions, and as the angular deviation between real and 
estimated gaze lines. 

RESULTS 
Results for the accuracy evaluation of the 3D gaze 

tracking system indicate an average shortest distance 
between estimated gaze lines and marker positions of 
6.0 ± 3.3 mm and an average angular difference 
between real and estimated gaze lines of 0.4° ± 0.2°. 
The mean distance between the user’s eyes and the 
visual markers was 94.1 ± 11.7 cm. The average range 
of motion of the user’s head was 73.7° ± 1.8° rotation, 
37.8° ± 4.7° flexion-extension, and 23.5° ± 2.9° lateral 
flexion. 3D head and gaze tracking information can be 
visualized in real-time together with the generated 
models of the objects in the scene (Fig. 3).  

 
 

Fig. 3 Visualization of 3D gaze line intersections with model 

DISCUSSION 
Gaze tracking accuracy is affected by the devices 

intrinsic errors, the calibration procedure and the 
attachment of the optical markers to the user’s head. 
The system requires a 6-point calibration procedure 
which takes less than 30 seconds and assumes the 

relative position of the eye tracker with respect to the 
optical markers is maintained. Therefore, during the 
described experiment the eye tracker was not removed 
or repositioned after the calibration. However, errors 
could be reduced by fixing the optical markers directly 
to the wearable eye tracking glasses. 

Although this study was done in a static environment, 
some applications could involve movable objects in the 
workspace. For those cases, optical markers could be 
attached to those objects to know their relative position 
with respect to the user’s head. As a future work, we 
will study the feasibility of using RGB-D cameras for 
periodic updates of the 3D scene. 

For this work, a 2-camera optical tracking system with 
limited field-of-view was used, restricting the 
movement of the user’s head. Using multi-camera 
optical tracking systems would remove this limitation. 

The results of this study demonstrate the feasibility of 
this novel system to provide tridimensional gaze 
tracking with an average localization error of 6 mm and 
average angular error in the estimated gaze line of 0.4°. 
The reported accuracy will enable this system to be used 
for the analysis and visualization of gaze data in the 3D 
space for applications requiring the identification of 
which objects in the scene a person is focusing on.  
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INTRODUCTION 

Biophotonics techniques, such as probe-based 
Confocal Laser Endomicroscopy (pCLE), have enabled 
in vivo, in situ tissue characterisation without changing 
the surgical settings. Recently, robotically controlled 
endomicro-scopy probes have been developed to 
provide motion stabilization using either force sensing 
[1] or visual servoing [2]. The latter has the advantage 
of allowing seamless integration with the existing 
surgical flow since it employs the existing laparoscopic 
camera and does not introduce any additional equipment 
to the surgical scene. Visual servoing requires recovery 
of the 3D structure as well as of the motion of the tissue 
to automatically plan and control the motion of the 
imaging probe on the tissue surface. Conventional 3D 
reconstruction and optical flow estimation methods 
might struggle in the case of pCLE applications, where 
the slightest probe-positioning error can lead to severe 
image-quality deterioration. 

For this reason, in this paper, a vision-based 
framework is proposed based on deep learning for 
stereo reconstruction and optical flow, which can be 
used for the stabilization of imaging probes on the tissue 
surface. 

MATERIALS AND METHODS 
Vision-based motion stabilization in a surgical 

environment requires accurate and real-time recovery of 
the dense 3D structure of the tissue surface and the 
dense optical flow of the surgical scene. Although a 
plethora of 3D reconstruction and optical flow 
estimation methods have been proposed in the literature, 
these tasks remain challenging tasks for medical data, 
mainly because of poor texture, specular reflections and 
occlusions due to the presence of instruments. 

In this work, the use of deep learning techniques for 
3D reconstruction and optical flow estimation is 
explored. Convolutional Neural Networks (CNNs) have 
recently proven very successful in both tasks [3], [4], 
[5]. However, their suitability for medical data is not at 
all obvious, as they are usually trained on natural or 
even synthetic images. In what follows, the 
reconstruction accuracy of two state-of-the-art CNN-
based stereo reconstruction methods and a dense CNN-
based optical flow approach is investigated. 

As far as CNN-based stereo reconstruction is 
concerned, the MC-CNN [3] and DispNet [4] 
approaches are examined. MC-CNN entails training a 
Siamese network to compute a matching distance 
between two rectified image patches. A series of post-
processing steps, such as cross-based cost aggregation 
and Semi-Global Matching [6], are required to generate 
the final disparity map. The authors proposed two 

network architectures: one focusing on speed and the 
other on accuracy. In this paper, the real-time version, 
trained on the KITTI 2012 dataset, is investigated. 

DispNet involves end-to-end training of a CNN for 
disparity estimation. The network consists of a 
contracting part, which reduces computational time and 
aggregates information over large areas of the input 
images, and an expanding part, that efficiently 
upsamples the disparity to high resolution. Two network 
variants were proposed. According to the DispNetCorr 
architecture, the network processes the two images 
separately for the first few layers and the resulting 
features are then correlated using a 1D correlation layer, 
whereas in the DispNetSimple architecture both input 
images are stacked together and fed through the 
network. The former variant is used here, as it proved to 
be more accurate than the latter in all cases. 

The aforementioned approaches are two of the best 
real-time disparity estimation methods according to 
online leaderboards, such as KITTI and Middlebury, but 
to the best of the authors’ knowledge, they have not 
been extensively tested on medical data. 

As for optical flow estimation, the only real-time 
CNN-based approach is the FlowNet [5]. There are two 
variants, which are directly equivalent to those of the 
DispNet. The FlowNetCorr architecture, which in the 
case of optical flow estimation uses a 2D correlation 
layer, has been proved to be better than FlowNetSimple 
and is used in this work. In [5], the FlowNet is shown to 
outperform the popular LDOF [7] method. Therefore, in 
this paper, their comparative performance on medical 
data will be explored. 

RESULTS 
The MC-CNN and DispNet methods are compared to 

state-of-the-art stereo reconstruction techniques on two 
medical datasets with ground truth disparity maps. The 
FlowNet method is examined alongside LDOF. 

The first dataset on which the above methods will be 
evaluated on, is that of [8] as shown in Fig. 1. It consists 
of 35 stereo pairs of ex-vivo porcine liver, kidney and 
heart data as well as fatty tissue taken under various 
relative endoscope-tissue poses. Disparity ground truth 
is available from CT data. To enable comparison with 
the performance evaluation results proposed in [8], the 
same two stereo reconstruction algorithms are used for 
validation. The first one, namely Stereo-KIT, is a 
modified version of the Hybrid Recursive Matching 
algorithm [9] which employs spatiotemporal 
information to produce a dense disparity map with 
subpixel precision. The second one, namely Stereo-
UCL, uses seed propagation to generate a semi-dense 
disparity map [10]. 
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Fig. 3 Disparity estimation errors (in pixels) on the Heart dataset. 

 
Fig. 1 Sample frames from the dataset of [8]. 
 

The second dataset [11] is a sequence of 2426 image 
pairs of a silicone heart phantom. Ground truth point 
clouds have been generated with manual registration of 
CT data. For validation on this dataset, an 
implementation of the popular Semi-Global Matching 
(SGM) approach [6] and the top-performing real-time 
stereo reconstruction method ELAS [12] are used for 
comparison. 

The median reconstruction error for the first dataset, 
measured as the Root Mean Square (RMS) distance to 
CT reference data, ranged from 0.9 mm (MC-CNN) to 
1.7 mm (Stereo-UCL). A box plot for the different 
methods is shown in Fig. 2. MC-CNN outperformed all 
other methods, whilst DispNet performed as well as 
Stereo-UCL. 

 
Fig. 2 Box plot of the RMS surface reconstruction error for 
all techniques applied on the dataset of [8]. 

As far as the second dataset is concerned, the median 
reconstruction error after excluding outliers, ranged 
from 1.4 mm (DispNet and MC-CNN) to 1.9 mm 
(ELAS). In this case, the CNN-based methods 
performed almost equally well, outperforming SGM and 
ELAS, as it is illustrated in Fig. 3. 

Due to the lack of a medical dataset with ground truth 
dense optical flow maps, a qualitative comparison 
between FlowNet and LDOF was conducted for pairs of 
the heart dataset. As it can be concluded by Fig. 4, both 
methods yield similar results despite LDOF being about 
100 times slower. Finally, FlowNet produces smoother 
flows than LDOF. 

 
Fig. 1 Optical flow estimation on the Heart dataset. 

DISCUSSION 
In this paper, CNN-based techniques were shown to 

outperform conventional 3D reconstruction and optical 
flow estimation methods in the case of medical data. 
Hence, they can be employed for accurate and real-time 
soft-tissue reconstruction and tracking. Future work will 
focus on applying the proposed framework for motion 
compensation during robotic tissue scanning. 
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INTRODUCTION 

Minimally invasive surgery gains increasing 
importance in treating localized renal tumours. 
Improvements in diagnosis of earlier stages, of 
haemostats, clips, and barbed sutures lead to an 
increasing number of organ-preserving partial 
nephrectomies. While laparo-endoscopic single-site 
surgery (LESS) is the preferable approach, today’s 
instruments still require mobilisation of the kidney to 
ensure visualisation and accessibility of many tumours. 
This increases invasiveness, stress for the patient, and 
prolongs surgery. It would thus be desirable to have a 
dexterous and flexible port system, which allows single 
site access and reconfiguration such that a tumour can 
be visualised from various orientations. Adjustable 
stiffness of the port can further enhance manipulability 
of the tumour with various instruments through working 
channels. 

Thakkar et al. proposed a snake-like flexible single 
port platform for distal pancreatectomy enabling 
deployment of several instruments [1]. Dynamic motion 
of this platform for reorientation is challenging and 
working channels for instrumentation are limited to 2.34 
mm. Ranzani et al. introduced a multi-segment robotic 
soft manipulator with variable stiffness for single port 
surgery [2]. However, the design does not include 
working channels for varying instrumentation. 
Comparable approaches to variable stiffness 
manipulators with granular jamming were proposed 
(e.g. [3]), yet instrumentation was not considered. 

In this paper, we extend our initial investigations 
toward a flexible variable stiffness endoport for partial 
nephrectomy [4]. We introduce our first prototype 
robotic endoport with 2 tendon-actuated segments and 3 
working channels, which is flexible and can stiffen 
reversibly by granular jamming. We further present 
qualitative results on the accessibility to the kidney and 
renal tumours in an in vitro human abdomen.   

MATERIALS AND METHODS 
Our endoport concept foresees a flexible manipulator 

realised as a two-segment tendon-actuated continuum 
robot equipped with a stiffening method and an 
actuation unit controlling the tendon tension. The 
concept of the endoport system is illustrated in Fig. 2. 
The system allows teleoperation of the manipulator’s tip 
pose with an input device. For visualization, a camera 
and a light source are integrated into the manipulator’s 

Fig. 1 Concept and application scenario of the endoport 
system in an in vitro human abdomen. A potential renal 
tumour location is marked in green on a silicone kidney. 
tip. Three working channels offer insertion and quick 
exchange of conventional flexible surgical tools, further 
cameras, or miniaturised continuum robots [5].  

In the prototype described in this paper, we disregard 
the visualization and teleoperation in order to focus on 
the general feasibility of the concept. Fig. 2 illustrates 
the proposed design. The manipulator consists of a 
1 mm central spring steel backbone, equipped with 8 
spacer disks per segment allowing for channel and 
tendon routing. The endoport prototype is encapsulated 
in an air-proof latex membrane and has an outer 
diameter of 26 mm. Two of the three working channels 
have a dimeter of 8 mm and the third one has a diameter 
of 4 mm. They consist of tension springs moulded into 
silicone to ensure the air-proof design. Each segment 
has a length of 100 mm such that reachability of the 
kidney through the navel can be achieved under 
insufflation. We use antagonistic tendon actuation and 
Dyneema braided tendons. Thus, each segment can 
bend with 2 degrees of freedom. The actuation unit is 
designed such that one motor actuates one antagonistic 
tendon pair. For two segments, we use 4 DC motors 
(Maxon Motor AG, Switzerland) interfaced by a DCM-
4040 motion control board and an AMP-43040 
amplifiers (Galil Motion Control, Rocklin, CA, USA).  
 

Fig. 2 CAD rendering of the principle design of the endoport 
(side and front view). 
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The reversible stiffening method to be used within our 
endoport system is required to be patient-safe. 
Stiffening methods based on electro-rheology, magneto-
rheology, thermoactive or electroactive polymers, or 
shape memory alloys do either not provide the required 
dynamics, or are considered as non-patient-safe due to 
high currents, voltages, or temperatures (see overview 
in [2]). Granular jamming provides sufficient stiffening, 
is cost-effective, and granulate easily adjusts to the 
shape of the endoport in its non-stiff mode. Various 
granular matters were proposed in previous research 
[2][3]. Most prototypes utilize coffee granulate. 
However, for surgical applications, biocompatible and 
bioabsorbale granulate materials are required such that 
in case of leakages of the endoport safety of the patient 
can be assured. Thus, we propose saccharose as 
granulate and use refined retail sugar in our prototype. 
The granulate fills up the free space of the endoport (see 
Fig. 2, brown area in front view). 

To validate the principal concept, qualitative 
evaluation is conducted in a custom made anatomical in 
vitro model of a human abdomen with a kidney and 
typical renal tumour locations marked with modelling 
clay. The kidney is 3D-printed from silicone (Agilista-
3000, Keyence Corp., Japan), vertebras from PLA, and 
further anatomical structures manually moulded from 
silicone. The abdominal wall is represented by a 
transparent hemisphere from acrylic glass (neglecting 
elasticity). The insertion site reflects the ventral 
approach for standard laparoscopic partial nephrectomy 
through the navel. After manual insertion, the actuation 
unit is fixed on a mounting arm and the reachability of 
typical renal tumour locations is evaluated. In each 
configuration relevant in renal surgery, the endoport is 
stiffened, flexible disposable instruments (EndoJaw, 
Olympus) are inserted through the working channels, 
and the endoport reversed to its flexible state after 
instrument removal.  

RESULTS 
Fig. 3 shows an overlay photograph of configurations 

of the manipulator approaching two renal tumour 
locations. Fig. 4 shows an overlay photograph 
illustrating two view angles of a renal tumour achieved 
with the endoport. We were able to access the tumour 
locations from the insertion site with comparable 
quality. Deploying instruments through the stiffened 
endoport was possible at all times.  

DISCUSSION 
In comparison to using straight laparoscopic 

instruments through a single site, our endoport 
prototype allows for increased accessibility of renal 
tumours. This can potentially reduce invasiveness of the 
procedure, as mobilization of the kidney may not be 
required if visualization and accessibility are 
guaranteed. 

In this paper, we presented our initial prototype 
system for minimally invasive single-site partial 
nephrectomy and proved feasibility in an initial in vitro 
setup. While our achieved qualitative results are 

promising, the development is at an early stage. Future 
work includes quantitative evaluations of achievable 
stiffness and pose maintaining accuracy of the endoport. 
With a flexible endoport at hand, research on dedicated 
surgical instruments is required. We envision concentric 
tube or tendon-driven continuum manipulators as 
promising technologies for instrumentation. 

 
Fig. 3 Reachability of the kidney for 2 renal tumour locations 
(green) by two endoport configurations (overlay photographs). 
 

 
Fig. 4 Approaching a renal tumour (green) with two robot 
configuration (overlay photographs).  
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